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Tabunshchyk K.V.The Hamilton { Jakobi method for the classical mechanics inGrassmann algebra.
ICMP{98{22E

ìø÷¶÷

õäë: 537.226.33, 537.312.62PACS: 64.60.Cn, 63.20.Ry, 74.25.KcíÅÔÏÄ çÁÍ¦ÌØÔÏÎÁ { ñËÏÂ¦ ÄÌÑ ËÌÁÓÉÞÎÏ§ ÍÅÈÁÎ¦ËÉ × ÁÌÇÅÂÒ¦çÒÁÓÍÁÎÁ.ë.÷.ôÁÂÕÎÝÉË.áÎÏÔÁÃ¦Ñ. ÷ ÒÏÂÏÔ¦ ÒÏÚÇÌÑÄÁ¤ÔØÓÑ ËÌÁÓÉÞÎÁ ÍÅÈÁÎ¦ËÁ × ÁÌÇÅÂÒ¦çÒÁÓÍÁÎÁ. æÏÒÍÕÌÀ¤ÔØÓÑ ÍÅÔÏÄ çÁÍ¦ÌØÔÏÎÁ { ñËÏÂ¦, ÐÒÉ×ÅÄÅÎÏ ÄÏ-×ÅÄÅÎÎÑ ÔÅÏÒÅÍÉ ñËÏÂ¦ Õ ×ÉÐÁÄËÕ ×ÉÒÏÄÖÅÎÉÈ ÔÅÏÒ¦Ê × ÁÌÇÅÂÒ¦ çÒÁÓ-ÍÁÎÁ. òÏÚÇÌÑÄÁÀÔØÓÑ ÐÒÉËÌÁÄÉ ×ÉËÏÒÉÓÔÁÎÎÑ ÍÅÔÏÄÕ çÁÍ¦ÌØÔÏÎÁ {ñËÏÂ¦. ðÒÉ×ÅÄÅÎÏ ÒÏÚ×'ÑÚÏË ËÌÁÓÉÞÎÏ§ ÓÉÓÔÅÍÉ, ÝÏ ÏÐÉÓÕ¤ÔØÓÑ ÓÕ-ÐÅÒÓÉÍÅÔÒÉÞÎÉÍ ìÁÇÒÁÎÖ¦ÁÎÏÍ.The Hamilton { Jakobi method for the classical mechanics inGrassmann algebra .Tabunshchyk K.V.Abstract. The classical mechanics in Grassmann algebra is investigatedin the present work. The Hamilton { Jakobi method is formulated andthe Jakobi theorem is proved for the degenerated theories in Grassmannalgebra. Examples of using of the Hamilton { Jakobi method is consid-ered. The solution of the classical system characterized by the SUSYLagrangian is given.
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1 ðÒÅÐÒÉÎÔ1. Introduction.It is well known that in the quantum �eld theory the elementary parti-cles are considered as bosons or fermions. However, the quantization ofvariables which correspond to bosons and fermions is di�erent. The �rstones are quantized by commutator, whereas the fermion variables aretreating by anticommutator. Early in the development of the quantum�eld theory, the variables were treated as the classical variables, so thatthey were considered as commutating functions of the coordinates andthe time. In that approach for the Fermi statistic case it was not possibleto establish a correspondence between classical and quantum equationsof motion. That is why it was clear that the quantum theory for fermionsone must build up by quantization of the classical �eld theory, takinginto account that the variables of this theory anticommutate. In otherwords, this variables should be the generators of Grassmann algebra.In the present work we consider the classical mechanics in Grassmannalgebra. The Hamilton { Jakobi method is formulated and the Jakobitheorem is proved for the degenerated theory in Grassmann algebra.Examples of using of the Hamilton { Jakobi method is considered.We also consider a classical counterpart of Witten's model.We assume that the state of mechanical system is described by n or-dinary bosonic degrees of freedom q1; q2; : : : ; qn and m fermionic degreesof freedom  1;  2; : : : ;  m which satisfy the following relationsqiqj � qjqi = 0 ;qi j �  jqi = 0 ; i j +  j i = 0 : (1.1)Thus the set q are the even Grassmann numbers,  are the odd Grass-mann numbers.The Lagrange function for the mechanical system depends on thecommuting coordinates q, anticommuting coordinates  and on thederivatives of the coordinates with respect to time tL = L(q;  ; _q; _ ; t) :We assume in addition that the Lagrangian is even function of Grass-mann space and further we use the left derivatives with respect to theGrassmann numbers.Lagrangian which characterized the classical mechanics in Grass-mann algebra is proportional to the �rst power of odd velocity, thereforewe shall consider this system within degeneration theory.We would like to remind some main aspects of this theory.
ICMP{98{22E 2Theory is degenerated when the matrix of HessianMab is degenerat-ed. This means, that the equations of motion (for example let us consideronly even Grassmann variable) which we can write in the formMab�qb = @L@qa � @2L@ _qa@qc _qc � @@t � @L@ _qa� = Ka(q; _q);Mab = @2L@ _qa@ _qb ; det kMk = 0;could not be solved for �q and therefore there is a possibility to exist of afunctional arbitrarily for solution.In the degenerated theory, in addition, constrains arise, i.e. the vari-ables q, Pq satisfy the system of equations F�(q; Pq) = 0.The equations of motion can be obtained from the variational prin-ciple �S = 0. Here action is de�ned asS = Z � _qaP aq �H(q; PX ; t) + �F �dt ; (1.2)H(q; PX ; t) = � @L@ _qa _qa � L� _X= �_X ;where �(t) is a certain Lagrange coe�cients for the constrains F = 0 atthe moment of time t.Here we used the notationX i = qi ; i = 1; : : : ; R ; xj = qj+R ; j = 1; : : : ; n�R ;det  @2L@ _X@ _X  6= 0; rank @2L@ _qa@ _qb  = R :And PX is the canonical momenta conjugate to the variables X .�_X(q; PX ; _x) is the solution of the next equation PX = @L@ _X relative tothe variables _X .Lagrange coe�cients may be found from the equations of motion andfrom the time{independence condition2. The Hamilton { Jakobi equation. Jakobi theorem.Let us consider the action as a function of the top limits of integrationwhen the equations of motion is satis�ed�S = �Z � _qPq + _ P �H(q;  ; PX ; P	; t) + �F �dt = (2.1)= �q � Pq + � � P :



3 ðÒÅÐÒÉÎÔTherefore we obtained that@S@q = Pq ; @S@ = P : (2.2)From the de�nition of action (in the case of the second{class constrainstheory) we havedSdt = _q � Pq + _ � P � ~H�q;  ; Pq ; P ; �(q;  ; Pq ; P ); t� == _q � @S@q + _ � @S@ � ~H�q;  ; Pq ; P ; �(q;  ; Pq ; P ); t� )) @S@t = � ~H�q;  ; @S@q ; @S@ ; ��q;  ; @S@q ; @S@ �; t� : (2.3)where we took into account that equation of motion is satis�ed and foundthe Lagrange coe�cients as a function of q;  ; Pq ; P from the equationsof motion.~H�q;  ; Pq ; P ; �(q;  ; Pq ; P ); t�=(H(q;  ; PX ; P	; t)��F )�����(q; ;Pq ;P )In the case of the �rst{class constrains theory we can not �nd all La-grange coe�cients that is why our equation have the next form@S@t = � ~H�q;  ; @S@q ; @S@ ; ��q;  ; @S@q ; @S@ �; ��; t� ;where �� are those coe�cients which can not be found.However we may put a guage for our theory (i.e. transform our de-generate theory with �rst{class constrains to the physical equivalent the-ory which is not degenerated or to the physical equivalent theory withsecond{class constrains).As example we can take the strong minimal guage which does notshift the equations of motion (the so { called canonical guage G(c)).Consider now the action as a function of the top and bottom limitsof integration when the equations of motion is satis�ed.dS=� ~H2dt(2)+dq(2)P (2)q +d (2)P (2) ��� ~H1dt(1)+dq(1)P (1)q +d (1)P (1) �:Let us take t(1) = t, t(2) = t+ � , � = const. ThendS=�� ~H(t+�)� ~H(t)��dt+ (2.4)+dq(t+�) � Pq(t+�) + d (t+�) � P (t+�)��dq(t) � Pq(t)� d (t) � P (t) :

ICMP{98{22E 4Thus we obtain�� ~H(t+�)� ~H(�)� = @S@t ;Pq(t+�) = @S@q(t+�) ; P (t+�) = @S@ (t+�) ;Pq(t) = � @S@q(t) ; P (t) = � @S@ (t) : (2.5)These formulae (2:5) we may treat as a canonical transformation betweenthe old variables at time t and new variables at time t+ � . The action isthe creation function. Therefore the motion for our system we may treatas a canonical transformation.Jakobi theorem.Let us consider a full solution of the Hamilton { Jakobi equation S =Sr(q;  ; �; �; t) where � is a set of even Grassmann constant, � is a setof odd Grassmann constant.Doing the canonical transformation from old variables q,  , Pq , P to the new ones and taking Sr as creation function.Let us put � = PQ, � = P� as new canonical momenta; Q, � as newcoordinates. Then H 0 = H + @Sr@t ;Pq = @Sr@q ; P = @Sr@ ;Q = @Sr@PQ ; � = �@Sr@P� : (2.6)Since Sr is the solution of Hamiltom { Jakobi equation, we obtainH 0 = 0 )_PQ = 0 ; _Q = 0 ; PQ = const ; Q = const ;) )_P� = 0 ; _� = 0 ; P� = const ; � = const : (2.7)From the last relation we can write@Sr@� = const (which is an even Grassmann number) ;@Sr@� = const (which is an odd Grassmann number) : (2.8)



5 ðÒÅÐÒÉÎÔ3. Fermi oscillator.As a simple example, let us consider now the next Lagrangian whichdescribes the so{called free Fermi oscillatorL = i � � _ � �  ; (3.1)where the dot denotes the derivative with respect to t. Here  and � areodd Grassmann numbers. The overbar denotes the Grassmann variantof complex conjugation. These classical models may be viewed as theclassical limits of models with one fermionic degree of freedom.For our system the canonical momenta has the form:8>>><>>>: P � = @L@ _� = 0 ;P = @L@ _ = �i � � : (3.2)And thus we have two constrains8<: F1 = P � ;F2 = P + i � � : (3.3)The initial Hamiltonian can be written in the formH� = _ � @L@ _ + _� � @L@ _� � L+ �1F1 + �2F2 == �  + �1P � + �2(P + i � � ) : (3.4)The Lagrange coe�cient may be found from the next relation8<: _F1 = �H� ; F1	 = � + i�2 = 0 ) �2 = �i �  ;_F2 = �H� ; F2	 = � + i�1 = 0 ) �1 = i � � : (3.5)These relations mean that the constrains are time{independent.Therefore we have a system which consists of the second{class con-strains. Really, the next matrix is not degenerated:det k�F ; F	k 6= 0 :

ICMP{98{22E 6Then the equations of motion in the Hamiltonian representation can bewritten as 8<: _ = �Hf ;  	 ; F1 = 0;_� = �Hf ; � 	 ; F2 = 0: (3.6)where the HamiltonianHf= ~H=H������( ; � )= iP �  � iP � � � ; (3.7)is obtained by the substitution the Lagrange coe�cient (3:5) in the initialHamiltonian (3:4).The classical equations of motion (which can be derived also fromthe Lagrange equations), reads8<: _ = �i �  )  =  o � exp(�it) ;_� = i � � ) � = � o � exp(it) ; (3.8)where  o, � o are the odd Grassmann constants of integration.Let us make an ansatz for the actionS(t;  ; � ) = So(t) +  � S1(t) + � � S2(t) +  � � S3(t) ; (3.9)and after the substitution our ansatz (3:9) in to the Hamilton { Jakobiequation @S@t + i @S@ �  � i @S@ � � � = 0 ;we obtained the next system of equations8>>>>>>>>>>><>>>>>>>>>>>:
@So@t = 0 ;@S1@t = iS1 ;@S2@t = �iS2 ;@S3@t = 0 : (3.10)

The solution of this system can be written asS(t;  ; � ) = c1 +  � �1eit + � � �2e�it +  � � c2 : (3.11)



7 ðÒÅÐÒÉÎÔHere c1, c2 are even Grassmann numbers and �1, �2 are odd Grassmannnumbers.Thus we have the action and now we can use the Jakobi theorem@S@�1=� � eit=� o = const )  =  o � exp(�it) ;@S@�2=� � � eit=� � o = const ) � = � o � exp(�it) ;@S@c2=� �  = const :The canonical momenta we shall �nd from the relationP = @S@ ; P � = @S@ � :4. Supersymmetric classical mechanics.Classical supersymmetric model forms a subclass of pseudoclassical me-chanics, the notion originally introduced by Casalbuoni. Pseudoclassicalmechanics deals with the classical systems which are described in termof Grassmann variables rather than the usual Cartesian variables.The model which we consider now is characterized by the followingLagrangian L = _q22 � 12V 2(q)� i2( _�  � � _ )� U(q) � �  : (4.1)In the above q denotes a bosonic degree of freedom and hence is an evenGrassmann number. In contrast to this  and � denote fermionic degreesof freedom and, therefore, are odd Grassmann numbers, The real{valuedfunction V is the so{called superpotential then U(q) = V 0(q). Startingfrom (4:1) we can write the canonical momenta in form8>>>>>>>><>>>>>>>>:
Pq = @L@ _q = _q ;P � = @L@ _� = � i2 �  ;P = @L@ _ = � i2 � � : (4.2)

ICMP{98{22E 8The momenta conjugate to the fermionic variables do not depend on _ and _� . Hence, the system is subject to the second{class constrains,8><>: F1 = P + i2 � � :F2 = P � + i2 �  ; (4.3)which have a non{vanishing Poisson bracket fF1; F2g 6= 0.The initial Hamiltonian can be written in the formH� = _q @L@ _q + _ � @L@ _ + _� � @L@ _� � L+ �1F1 + �2F2 = (4.4)= P 2q2 + 12V 2(q) + U(q) � �  + �1(P + i2 � � ) + �2(P � + i2 �  ) :The Lagrange coe�cient may be found from the next relation8<: _F1 = �H� ; F1	 = 0 ) �2 = �iU(q) �  ;_F2 = �H� ; F2	 = 0 ) �1 = iU(q) � � : (4.5)These relations mean that the constrains are time{independent.Therefore we have a system which consists of the second{class con-strains. det k�F ; F	k 6= 0 :We can, �nally, written the Hamiltonian of our system in the formHf= ~H=H������(q; ; � )= P 2q2 + 12V 2(q)� iU(q)P � � � + iU(q)P �  : (4.6)The classical equations of motion, which can be derived from the Hamil-tonian (4:6), read8>>>><>>>>: _ = �Hf ;  	 = �iU(q) �  ; F1 = 0;_� = �Hf ; � 	 = iU(q) � � ; F2 = 0:�q + V (q)V 0(q) + U 0(q) � �  = 0; (4.7)where the prime and the dot denote the derivative with respect to x andt, respectively. The �rst { order di�erential equation for the fermionicdegree of freedom can be presented in the next form (see.[5])q(t) = xqc(t) + qo(t) � � o o ; (4.8)



9 ðÒÅÐÒÉÎÔwhere qo(t) and xqc(t) are real { valued functions of time. Only for thespecial initial condition ( = � = 0) we have that qo(t) and xqc(t)coincide.The energy conservation law have the form12 _q + 12V 2(q) + U(q) � � o o = E + F � � o o ; (E;F 2 R)The �rst term from (4:8) can be found in quadratures from the equation_x2qc = 2E � V 2(xqc) : (4.9)The equation for the second term from (4:8)_qo(t) = 1_xqc(t) �F � U(xqc(t))� V (xqc(t))V 0(xqc(t))qo(t))� ; (4.10)may be solvable by quadraturesqo(t) = _xqc(t)_xqc(0) 24qo(0)� tZ0 d� F � U(xqc(�))2E � V 2(xqc(�))35 : (4.11)Let us demonstrate the described above procedure (the Hamilton { Jako-bi method) for the case of SUSY { system.Starting from the obtained above Hamiltonian (4:6), the equation ofHamilton { Jakobi is written in the form@S@t + 12 �@S@q �2 + 12V 2(q)� iU(q)@S@ � � � + iU(q)@S@ �  = 0 (4.12)Let us make an ansatz for the actionS(t; q;  ; � ) = So(t; q) +  � � S1(t; q) +  � S2(t; q) + � � S3(t; q) ; (4.13)where So and S1 are even Grassmann functions and S2 and S3 are oddGrassmann functions.After the substitution ansatz (4:13) in the (4:12) and decompositionon equation this one Grassmann parity we obtained the next system of
ICMP{98{22E 10equations 8>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>:

@So@t + 12 �@So@q �2 + 12V 2(q) = 0 ;@S2@t + @So@q � @S2@q � iU(q)S2 = 0 ;@S3@t + @So@q � @S3@q + iU(q)S3 = 0 ;@S1@t + @So@q � @S1@q = 0 ;@S2@q � @S3@q �  � = 0
(4.14)

The �rst equation can be integrated by using the method of decomposi-tion of variable.Thus we obtain So = Z p2E � V 2(q) dq �Et ; (4.15)where E is constant of integration.Starting form the expression (4:15) for the fourth equation we ob-tained the following solutionS1 = Z A dqp2E � V 2(q) �At ; (4.16)here, (A;E 2 R).The solutions for second and third equation may be written asS2 = �1 Z dqp2E � V 2(q) � t! exp i Z U(q) dqp2E � V 2(q)! ; (4.17)S3 = �2 Z dqp2E � V 2(q) � t! exp �i Z U(q) dqp2E � V 2(q)! ;where �1 and �2 is any odd Grassmann functions. For our account it issu�ciently to take that �1 = const, �2 = const.The last equation is only drive to some conditions on function �1 andfunction �2, which is satis�es then the functions is constant.



11 ðÒÅÐÒÉÎÔThus we can present the action in the next formS = Z p2E � V 2(q) dq �Et++ Z A dqp2E � V 2(q) �  � �At �  � + (4.18)+ � �1 Z dqp2E � V 2(q) � t! exp i Z U(q) dqp2E � V 2(q)!++ � � �2 Z dqp2E � V 2(q) � t! exp �i Z U(q) dqp2E � V 2(q)! :Then we could used the Jakobi theorem@S@�1 = const ; @S@�2 = const : (4.19)The solution of this equation (4:19) gives =  o � exp(�i RU(q(�)) d�) ;� = � o � exp(i RU(q(�)) d�) : (4.20)For the bosonic degree of freedom we can take the next seriesq(t) = xqc(t) + qo(t) � �  : (4.21)But, from (4:20) we obtain the relation�  = � o o :Thus we have: q(t) = xqc(t) + qo(t) � � o o : (4.22)Then, from the Jakobi theorem we obtain� @S@A = Z dqp2E � V 2(q) � � o o � t � � o o = const : (4.23)From (4:22) and (4:23) we can writeZ dxqcp2E � V 2(xqc) � t = const : (4.24)
ICMP{98{22E 12This relation may be rewritten in form (4:9)_x2qc = 2E � V 2(xqc) :Then if we calculate the derivative @S@E = const; substitution in thisrelation our result and taken into account next expansions:U(q) = U(xqc) + U 0(xqc)qo � � o o ;V 2(q) = V 2(xqc) + 2V 0(xqc)V (xqc)qo � � o o ;f(V 2(q)) = f(V 2(xqc)) + f 0(V 2(xqc))2V 0(xqc)V (xqc)qo � � o o ;(4.25)and using relation (4:24) we obtainZ dqop2E � V 2(xqc) = (4.26)= Z �A� U(xqc(�)) � V (xqc(�))V 0(xqc(�))q0(�)�2E � V 2(xqc(�)) d� + const :(4.27)From the last relation we have presented qo(t) in formqo(t) = _xqc(t)_xqc(0) 24qo(0)� tZ0 d� F � U(xqc(�))2E � V 2(xqc(�))35 : (4.28)Thus we obtain the result, from the Hamilton { Jakobi method, whichcoincides with the result obtained from the Hamilton (or Lagrangian)equation of motion.Acknowledgements.V.M.Tkachuk shared with me his unpublished researches, and I am mostgrateful to him.References1. Landau L.D., Lifshitz E.M. Mechanics // M.: Nauka { 1973 (in Rus-sion).2. Gitman D.M., Tyutin I.V. // M.: Nauka { 1986 (in Russion).
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