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modes study
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It is shown that longitudinal and transverse concentration dynamic structure factors of a metallic binary glass
Mg;yZns, obtained by molecular dynamics (MD) simulations contain pronounced low-frequency peaks, that
correspond to boson-peak modes. With a purpose of theoretical analysis of MD-derived time-correlation
functions an extended approach of generalized collective modes (EGCM) is proposed, that permits treatment of
slow collective processes in glasses. The EGCM eigenvalues are analyzed for estimation of dispersion of
collective excitations in the binary glass. Low-frequency collective eigenmodes with very flat dispersion
corresponding to the region of boson peak are obtained among the EGCM eigenvalues. An eigenvector analy-
sis, performed for estimation of contributions from the collective modes to dynamic structure factors, supports

strong contribution of boson-peak modes to concentration dynamic structure factors of Mg;(Zns glass.
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I. INTRODUCTION

Vibrational dynamics in glasses is one of the most attrac-
tive problems of modern statistical physics. Despite of suc-
cess of mode coupling theory (MCT) (Ref. 1) in description
of glass transition and nonpropagating relaxation processes
in supercooled liquids and glasses>> much less attention was
paid to theoretical studies on dispersion of collective excita-
tions in glass systems. There are many qualitative theoretical
explanations of specific features of dispersion and damping
of acoustic excitations in glasses and emergence of a low-
frequency excess on the density of vibrational states (boson
peak),“’8 while numerical studies of collective excitations in
glasses are mainly performed by oversimplified fit proce-
dures or by instantaneous mode analysis within harmonic
approximation. Moreover there exist several points of view
on the origin of the boson peak. One connects it to the renor-
malization of the dispersion law of acoustic excitations in the
region of the Ioffe-Regel limit.” Grigera et al.'® claimed that
the boson peak is the signature of a phase transition from a
phase with dominated energy landscape minima (with
phonons) to a phase dominated by energy saddle points
(without phonons). Another theory states that some specific
only for the glass state soft modes cause the boson peak.!!
Other theoretical approaches associate the boson peak with
renormalized optic transverse modes'? or more complex pro-
cesses involving so-called ripplon modes. "3

Molecular-dynamics (MD) simulations can shed light on
the origin of boson peak in glasses via analysis of derived in
MD dynamic structure factors S(k, w), where k and w are the
wave number and frequency, respectively. According to hy-
drodynamic theory of amorphous solids'# the side peaks of
S(k,w) are associated solely with propagating acoustic col-
lective modes. In binary glasses another type of collective
excitations, the opticlike modes, yield a high-frequency peak
on the shape of concentration current spectral function.'
Following the frequency of peak positions of S(k,w) for dif-
ferent wave numbers one can estimate the dispersions of col-
lective propagating processes directly from MD simulations.
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Hence, in case of observation of some peaks of S(k,w) in the
frequency range of the excess of vibrational density of states
corresponding to boson peak one can potentially estimate the
wave-number region of existence of the low-frequency col-
lective processes, features of their dispersion and damping.

However, there is some lack of studies focused on theo-
retical analysis of computer experiments and density-density
time-correlation functions, in particular, obtained in MD
simulations, having the purpose of estimation of dispersion
and damping of collective excitations in glass systems.
Mainly purely numerical studies of MD-derived dynamic
structure factors'®~!° and the normal-mode analysis?*2> are
actively used for exploration of collective dynamics of dis-
ordered solids. Theoretical studies focused on analysis of
short-time behavior of density-density time-correlation func-
tions or other theoretical schemes of analysis of collective
excitations for realistic glass systems from MD simulations
are almost absent in the literature. For glasses there do not
exist reliable fit procedures for analysis of MD-derived time-
correlation functions based on a memory-function approach
as it is widely used in case of collective dynamics in
liquids.?? Mainly one can find in the literature a simplified
analysis based on damped harmonic oscillator model or a
standard procedure of direct estimation of dispersion of col-
lective excitations via side peak positions of dynamic struc-
ture factors S(k, ) or maxima positions of longitudinal cur-
rent spectral functions CL(k,w). However, very frequently
the low-frequency peaks of dynamic structure factors, that
can shed light on the long-wavelength behavior of boson-
peak modes, are not seen in the shape of S(k,w) because
either of their weak intensity or inability to separate boson-
peak contribution on the background of well-pronounced
acoustic peak in the region of small wave numbers. There-
fore it is not known to date how would behave the frequency
of boson-peak modes in long-wavelength limit if they do
exist on nanoscales.

Recently several reports appeared, in which the transverse
dynamics in monoatomic glass systems were analyzed from
the “transverse” dynamic structure factors S7(k,w).?*?> The
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authors formally used the exact relation between longitudinal
current density and particle density (continuity equation) to
obtain from the transverse current spectral function a trans-
verse analogue of the dynamic structure factor

2
SET(k, w) = %C”(k, w). (1)

The analysis of transverse analogue of dynamic structure fac-
tor S7(k,w) can yield additional information about features
of collective excitations in disordered systems.

For the study of collective dynamics in liquids several
methods of analysis of MD-derived time-correlation func-
tions were developed.?>?®?” One of the most successful of
them is an approach of generalized collective modes (GCM)
(Refs. 28 and 29) that permits to represent dynamic structure
factors in wide ranges of wave numbers and frequencies as a
separable sum of contributions from hydrodynamic (sound
excitations, thermal and viscous relaxations) and nonhydro-
dynamic (that do not survive on macroscopic length and time
scales) processes. The GCM approach was formulated? as a
generalization of hydrodynamics with systematic improve-
ment of short-time behavior of time-correlation functions by
treating on the same footing additional short-time dynamic
variables along with hydrodynamic ones. Since the short-
time dynamic variables are chosen in the GCM approach as
successive time derivatives of hydrodynamic variables the
GCM representation of time-correlation functions coincide
with MD-derived time-correlation functions within several
first terms of the short-time expansion, that is equivalent to
precision of several first frequency moments of correspond-
ing dynamic structure factors. It was shown that for regular
(nonsupercooled) liquids in order to reproduce the MD-
derived density-density time-correlation function with very
good quality it is enough to restrict the GCM extended set of
dynamic variables by the first-time derivatives of currents
and energy density, that corresponds to precision within the
fourth frequency moment of S(k,w),>*3! although studies
with much higher number of dynamic variables were per-
formed t00.3%33 Numerous analytical results obtained within
the GCM approach for nonhydrodynamic collective modes
permitted to construct the theory of opticlike excitations,*
heat waves,? and wave-number-dependent structural relax-
ation in liquids,’® completely supported by MD simulations.
Namely, the presence of the first-time derivatives of mass
and concentration currents, which are connected with elastic
properties of the liquids, among the dynamic variables for
construction of the generalized hydrodynamic matrix? and
estimation of corresponding dynamic eigenmodes in the sys-
tem, permits a straightforward and correct way for descrip-
tion of acoustic and optic excitations in liquids within the
GCM approach. This makes an essential difference with the
level of treatment of short-time processes in MCT because
the high-order sum rules like equivalence of the fourth fre-
quency moment of dynamic structure factors are not directly
incorporated into MCT.? Very recently the GCM approach
allowed us to solve a problem of “fast sound”3¢ in binary
liquids with disparate masses such as Li,Pb (Ref. 37) and
Li,T1 (Ref. 38) and to find a crossover in mode contributions
from the high- and low-frequency branches of collective ex-
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citations by approaching the hydrodynamic regime. The
problem of fast sound was known from MD simulations of
Li,Pb (Ref. 36) and inelastic neutron-scattering experiments
on Li,Pb and Li,T1,** and despite of initial analysis by MCT
(Ref. 36) it was not clear until recently how the high-
frequency branch would behave in the long-wavelength
limit.

Two features of the regular GCM approach do not permit
its direct application in theoretical studies of collective dy-
namics in glasses: (i) the extended set of dynamic variables
in the GCM approach is generated from the hydrodynamic
set by systematic extending it with solely short-time orthogo-
nal variables having a purpose to represent correctly the
high-frequency collective dynamics in liquids; (ii) the high-
est memory functions are taken in Markovian approximation,
that is well justified for liquid state when the density-density
time-correlation functions decay exponentially on large
times. Hence the regular GCM approach is not directly suit-
able for description of the low-frequency dynamics in
glasses and supercooled liquids with slow decay of memory
effects.

In this paper we will show how the GCM approach can be
extended for applications to glasses. We will make use of a
brilliant idea by Omelyan and Tokarchuk*® on application of
time moments of relevant time-correlation functions to de-
scription of main slow collective processes, that was used
firstly in the study of dielectric relaxation in liquid water.*%4!
The remaining paper is organized as follows. In the next two
sections we report our extended GCM (EGCM) approach
for glasses and give details of MD simulations. Analysis
of time-correlation functions of a binary metallic glass
Mg;¢Zn;, is performed by the EGCM approach and com-
pared with regular viscoelastic (VE) approximation. Wave-
number-dependent mode strengths of different collective
modes are analyzed in order to find out dominant collective
modes contributing to total and concentration dynamic struc-
ture factors. Conclusions of this study are given in the last
section.

II. DETAILS OF MOLECULAR-DYNAMICS SIMULATIONS

We simulated molten and glass Mg;yZns, system by clas-
sical molecular dynamics having two systems of 1000 and
8000 particles in cubic boxes under periodic boundary con-
ditions in microcanonical ensemble. The time step in simu-
lations was 5 fs. We made use of two-body effective poten-
tials for Mg,0Zns,, proposed in Ref. 15 and tested them in
previous studies of calculations of static and dynamic prop-
erties of liquid Mg;oZns,. The glass system was prepared
from the liquid configuration by a quench with the rate
~10"3 K/s down to the room temperature. The subsequent
equilibration over 20 ps was performed in order to anneal
away any transient structures. The final glass state was con-
trolled by the stable long-time plateau of partial density-
density time-correlation functions.

Molecular-dynamics simulations were performed over
240 000 time steps of production run in order to obtain the
time evolution of all relevant dynamical variables, which
formed the basis set in our many-variable GCM approach.
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For each k point sampled in MD simulations all the static and
time correlation functions were averaged over all possible
directions of corresponding wave vectors. Numerical Fourier
transform of obtained time-correlation functions with sub-
tracted nonergodicity factors were performed by means of
standard codes. The shape of MD-derived time-correlation
functions and the spectra of eigenvalues were analyzed with
different models within the extended GCM method for lon-
gitudinal and transverse dynamics.

III. EXTENDED APPROACH OF GENERALIZED
COLLECTIVE MODES FOR GLASS DYNAMICS

The standard GCM approach permits to solve the gener-
alized Langevin equation, represented in matrix form and
generated on a chosen set of N, dynamic variables, as an
eigenvalue problem. Complex-conjugated pairs of eigenval-
ues correspond to propagating in the system collective
modes with wave number k and phase speed estimated from
the dispersion w,(k)=1Im[z,(k)] while purely real eigenval-
ues describe nonpropagating relaxation processes. Corre-
sponding eigenvectors, associated with some z,(k) eigen-
value, define its contributions to all time-correlation
functions or dynamic structure factors of interest (see Ref.
29).

Usually the basis set of N, dynamic variables for con-
struction of matrix representation of the generalized Lange-
vin equation is generated by extending the set of hydrody-
namic variables, that describe fluctuations of conserved
quantities, by their first-time derivatives, which are aimed to
describe correctly short-time fluctuations. Since the static
correlation between a dynamic variable A;(k,7) and its first-
time derivative due to symmetry reasons for equilibrium
classical systems is zero?®

(A} (k,0)A,(k,0)) = 0, (2)

it is possible to extend the hydrodynamic set by more short-
time orthogonal dynamic variables and hence try to improve
hydrodynamic description of collective processes by ac-
counting for short-time dynamics. Here and henceforth the
overdots mean corresponding order of time derivatives.

For binary liquids the hydrodynamic set of variables for
description of longitudinal dynamics consists of four dy-
namic variables*?

AMD(ke 1) = {n,(k,1),n,(k, 1), JE (ko 1), e(k, 1)}, (3)

where the kth spatial-Fourier components of total density
n,(k,t) and mass-concentration density n,(k,7) of the system,
composed of N=N,+Nj particles with instantaneous posi-
tions r{(z) and velocities v{(¢), are constructed from the par-
tial particle densities

N,
1 S .0
n(k)= =2 ™70 a=AB )
VN j=1

in the following way:

n,(k,t) = ny(k,t) + ng(k,1),
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n(k,) = %[cmk,r) — cang(k.0)]. 5)

Here m,, c,=N,/N, and m=c,m4+cpmp are atomic mass of
species, concentration, and average mass, respectively. The
other hydrodynamic variables in Eq. (3) are the Fourier com-
ponents of longitudinal component of total mass-current den-
sity

/

11 Ny Np
o A . B
J=—=| > mAkV?e’krj 04> mBkvfe’krj ®
VN k| 55 j=1 '

= Jh(k,1) + J5(k,1) (6)

and energy density

N
1 .
@(k,t) = /_2 Sjelkrj(t)7 (7)
VN j=1

where ¢; is the single-particle energy of jth particle. The
hydrodynamic variables [Egs. (5)—(7)] correspond to fluctua-
tions of conserved quantities and can be easily sampled in
MD simulations. We would like to remind that the concen-
tration current J.(k,7) in contrast to total mass-current does
not belong to hydrodynamic variables. In order to account
for nonhydrodynamic processes in dynamics of binary lig-
uids within the GCM approach one has to apply for solving
the generalized Langevin equation an extended set of dy-
namical variables

ANk, 1) = {n,(k,1),n, (k. 1), - (k, 1), e(k, 1),

JE, 1), 5k, 0), J=(k, 1), é(k, 1), J=(k, 1), J= (K, 1), (K, 1), ..}
(8)

The chosen set of N, dynamical variables is used for con-
struction of a generalized hydrodynamic matrix T(k), eigen-
values of which define the spectrum of collective propagat-
ing and relaxing eigenmodes in the system. The generalized
hydrodynamic matrix T(k) in GCM approach® is expressed
as

T(k) = F(k,0)F ' (k,0).

Here F(k,t=0) is a N, X N, matrix of static correlation func-
tions with elements

Fij(k,t=0) = (A% (k,t = 0)A;(k,t = 0)), 9)

where the asterisk means complex conjugation and F(k,0)
is corresponding matrix of Laplace-transformed time-

correlation functions F(k,z) at z=0.

For the case of glass dynamics it is important to note that
the theoretical scheme must account for the processes, which
are even slower than the hydrodynamic ones. Another feature
of collective dynamics in glass can be taken into account:
usually there is no need to consider heat fluctuations because
they are almost decoupled from density fluctuations for glass
systems. With all this in mind one may start our consider-
ation of the collective dynamics of binary glass from the
following VE basis sets of dynamic variables:
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A(G)(k’t) = {nA(k’t)’nB(k’ [),Ji(k,t),]lL;(k,[),jﬁ(k,l‘),jé(k,[)}
(10)

for longitudinal dynamics and

AUD(k, 1) = {5 (k, 1), 5k, 1), 5 (k1) T p(k, 1)} (11)

for transverse dynamics of the binary glass system. In order
to take into account other slow processes we can represent
them by making use of an integral relation as the following
hierarchy:

I'[n)(k,1) = I[n]i(k,1) = t ni(k,t")dt’,
G

t
I[n]i(k,t")dt’,
&)

Pln](k,t) =

Plnli(k,1) = f F[n]i(k,t")dt', (12)
C.\‘

where i=A, B, and C, are arbitrary constants.*® This corre-
sponds to the general relations between slow and fast dy-
namical variables typical for the GCM approach

d
Afasr(k’ t) = EAslaw(k’ t) >

that permits to extend the hierarchy of orthogonal processes
like in Eq. (2) for the case when the “fast” dynamic variable
Ak, 1) is the hydrodynamic one, for instance particle den-
sity or concentration density. It is obviously that these ex-
tended “slow” dynamic variables cannot be sampled directly
in MD simulations. However, all the static averages and rel-
evant correlation times*’ can be calculated from the MD-
derived time-correlation functions, simply as

<I[n];"(k)nj(k)>=J F,;inj(k,t)dtz ’Tnini(k),
0 .

(PLnT; (k)ny(k)) = = LT ()] (k) = f tF,, (k1)
0

=7, (K). (13)
where
F];l.nj(kyt) = Fninj(kat) _fninj(k) (14)

and fni”_(k) are the nonergodicity factors, i.e., the values of
long-tinjle plateau for the corresponding time-correlation
functions. Note that for the case of glass systems the inte-
grals in Eq. (13) are well defined only for the case of time-
correlation functions with subtracted nonergodicity factors in
Eq. (14). By a suitable choice of constants C; in Eq. (12) all
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the matrix elements of T(k) involving extended slow dy-
namic variables can be calculated by using the shifted by
corresponding constants time-correlation functions in Eq.
(14). It is obvious that the time derivatives of functions
F ,;inj(k,t) and Fninj(k,t) at origin, that define the short-time
behavior, are identical.

The way of construction of slow dynamic variables in Eq.
(12) permits to obtain the identical expression as in the regu-
lar GCM approach for the GCM representation of the time-
correlation function in the form of sum of separable N, mode
contributions. For the case of the N,-variable dynamic model
for glass systems the GCM representation for density-density
time-correlation functions can be written as followed:

N,

F (k1) = EU Gii(k)e™=a® + £(k). (15)

a=1

In contrast to the mode-coupling theory, where the nonergod-
icity factors f;;(k) are obtained from a self-consistent solving
of MCT equations, within the GCM approach they are taken
directly from MD simulations. Each term in Eq. (15) corre-
sponds to a contribution from a collective mode z,(k).
Among the N, eigenmodes z,(k) in Eq. (15) one can separate
the hydrodynamic modes, fast nonhydrodynamic modes
(such as structural relaxation and opticlike excitations) as
well as ultraslow nonhydrodynamic modes. In the regular
GCM approach with extended solely short-time dynamic
variables up to the sth time derivative of hydrodynamic vari-
ables the GCM representations F l(jv v(k,7) reproduce the MD-
derived density-density time-correlation functions within the
precision of first 2s+ 1 frequency moments of dynamic struc-
ture factor, where s is the order of time derivatives of particle
density taken in the extended basis set.*> Extension of the
initial basis sets by more slow dynamic variables in Eq. (12)
up to the s’th integral of hydrodynamic variables addition-
ally permits one to reproduce in the GCM representations
Fl(-;vv)(k,t) the first 2s’+1 time moments of corresponding
time-correlation function.

For the case of transverse dynamics one can extend the
initial basis set of transverse component of total mass cur-
rent by slow dynamic variables in the same way. It is obvious
that the transverse analogy for the regular density-density
time-correlation functions can be achieved by introducing
the functions constructed on slow extended dynamic vari-
ables

Fh (k1) = (LT (e O) LT k1)), (16)

where the extended dynamic variable I[J]jT(k,t) corresponds
to the jth partial contribution to transverse strain. Obviously
that the time Fourier transform of F iTj(k,t) is the transverse
analogy of dynamic structure factor [compare with Eq. (1)].
Therefore, using the extended GCM approach one can for-
mally obtain the transverse analogy of the density-density
time-correlation function F' iTj(k,t), its Fourier transform that
is the transverse S7(k,w) and analyze leading mode contri-
butions to their shape. Recently?* it was shown that the trans-
verse analogy of dynamic structure factor S7(k, w) calculated
numerically from the relation in Eq. (1) contains pronounced
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Fi(k,t) / Sy(k)

FIG. 1. (Color online) Normalized total density autocorrelation
functions F,(k,7) for Mg;¢Znsq glass at room temperature. The time
unit 7is equal to 1.688 ps.

peaks, which cannot be seen in the shape of transverse cur-
rent spectral function C7(k, ).

One of the consequences of extending the basis set of
dynamic variables by slow ones is more explicit description
of non-Markovian effects. It was shown in Ref. 40 that the
highest memory functions in the scheme with sets extended
by slow variables are not anymore Markovian and take into
account slow frequency-dependent processes. Hence, one
can expect that the extended GCM scheme can be useful for
treatment of collective dynamics in glass systems. To date
the original scheme of systematic improvement of theoretical
description of collective dynamics by taking into account
both frequency moments of spectral functions and time mo-
ments of time-correlation functions, proposed in Ref. 40, was
applied just to studies of polarization modes*’ and general-
ized shear viscosity*! in water. However, this approach has
never been applied to studies of acoustic excitations in lig-
uids or glasses.

In summary, the reported here scheme for analysis of
MD-derived time-correlation functions of the glass systems
consists in several steps: (i) MD simulations permit to obtain
time evolution of all hydrodynamic (conserved) variables
and short-time (nonconserved) nonhydrodynamic ones; (ii)
from calculated hydrodynamic time-correlation functions
one estimates nonergodicity factors f;;(k); (iii) from the time-
correlation functions shifted by f;;(k) one calculates all the
matrix elements of T(k) on slow dynamic variables like Eq.
(13); (iv) for each k-point sampled in MD simulations one
solves the eigenvalue problem for the generalized hydrody-
namic matrix T(k), estimates spectrum of eigenmodes and
performs analysis of corresponding EGCM representations
Eq. (15) for MD-derived time-correlation functions.

IV. RESULTS AND DISCUSSION
A. Time-correlation functions

The total density F,(k,f) and mass-concentration density
F.(k,r) autocorrelation functions obtained in MD simula-
tions of Mg;o-Zns, glass are shown in Figs. 1 and 2, respec-
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FIG. 2. (Color online) Normalized concentration density auto-
correlation functions F,(k,t) for Mg;yZn3, glass at room tempera-
ture. The time unit 7 is equal to 1.688 ps.

tively. Both types of time-correlation functions have stable
plateau on large times due to structural arrest of particles,
that correspond to the nonergodicity factors f;;(k), i=r,x.
The total density autocorrelation functions F,(k,7) contain
fast damped oscillations, the frequency of which increases
with wave number k. These are the oscillations due to
sound propagation. One cannot observe other oscillating pro-
cesses with smaller than acoustic mode frequency, which
would visibly affect the shape of F,(k,f) time-correlation
functions.

In contrast to the total density autocorrelation functions
the time-correlation functions F,,(k,t) do not show visible
contributions from sound excitations, however, they contain
a shallow smeared minimum at the time ~0.4 ps. The
damped oscillations in the shape of density-density time-
correlation functions are usually an evidence of some
damped collective propagating process. And what is remark-
able, the frequency of the overdamped oscillations in the
shape of F,(k,r) is definitely smaller than for the case of
sound excitations seen on the shape of F,(k,t) and practi-
cally independent of k.

In order to estimate what kind of collective modes con-
tribute to the time-correlation functions F,(k,?) and F, (k1)
let us analyze first the shape of corresponding total and con-
centration dynamic structure factors and later apply the pro-
posed above EGCM scheme for their theoretical analysis.

B. Numerical analysis of dynamic structure factors

The total and concentration dynamic structure factors
were obtained numerically as Fourier-transformed time-
correlation functions with subtracted nonergodicity factors:
F,(k,t)=f, (k) and F,.(k,t)—f,.(k), respectively. The trans-
verse dynamic structure factors were obtained from the trans-
verse total and concentration current spectral functions ac-
cording to the relation in Eq. (1). The dynamic structure
factors and their transverse counterparts are shown for sev-
eral wave numbers in Fig. 3.

Density of vibrational states D(w) obtained in a standard
way via Fourier-transformed velocity autocorrelation func-
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FIG. 3. (Color online) Total and concentration longitudinal and
transverse dynamic structure factors for Mg;yZnsz, glass at room
temperature for several wave numbers: k=023 A~ (plus), k
=0.32 A7! (cross), k=0.40 A~! (star), and k=0.47 A~! (box).

tions is shown in the left frame of Fig. 4. The calculatedD(w)
gives evidence that in the frequency range ~3—15 ps~!
there exists an excess of vibrational states over the Debye
law. This feature of the vibrational density of states is in
complete agreement with experimental data** on Mg;(Zns,
glass at room temperature from the time-of-flight measure-
ments. In the right frame of Fig. 4 we show the dispersion
of longitudinal collective modes obtained as peak positions
of the dynamic structure factors S;;(k,w), i=t,x, that per-
mits visual comparison of frequency ranges of different
collective modes and their contributions to the density
of vibrational states. The excess in density of states is
caused by some low-frequency collective modes, which are
clearly seen as corresponding peaks at the concentration
dynamic structure factors S™'(k,w) shown in Fig. 3. All
the low-frequency peaks of S)L(;T(k,w) have asymmetric
shape that is known as one of the features of boson-peak
modes.

The total dynamic structure factors due to strong contri-
bution from the sound excitations cannot be used for estima-
tion of the dispersion of the low-frequency excitations. Since
the concentration dynamic structure factors do not reflect in
the long-wavelength region the processes connected with to-
tal density fluctuations it appears, that one of the most ex-
tremely important consequences of S)f;r(k, w) is a possibility
to trace down to the smallest wave numbers the dispersion of
the modes that are responsible for boson peak. Moreover this
even implies that the boson peak is not caused by acoustic
excitations but some collective processes specific for glasses.
In particular, it is seen in Fig. 4 that the low-frequency
modes were observed on the shape of S%/(k,w) down to the
smallest wave numbers, although there is a clear tendency of
almost linear reduction in their frequency in the long-
wavelength region that implies absence of these collective
modes on macroscopic distances. Existence of the boson-
peak modes at smallest wave numbers means, that they can-
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FIG. 4. (Color online) Density of vibrational states in Mg¢Zns
glass at room temperature and an excess over the Debye law
(dashed line in the left frame) with dispersion curves of longitudinal
excitations, obtained from peak positions of dynamic structure fac-
tors S,(k,w) (plus symbols), S, (k,w) (cross symbols) and corre-
sponding current spectral functions C[L[(k,w) (stars) and Cﬁx(k,w)
(boxes).

not correspond to strongly localized vibrational states and
their spatial extent is of order 20 A.

Concentration dynamic structure factors S%/(k, ) contain
also smeared out high-frequency maxima (shoulders in trans-
verse case) located approximately at the frequency ~30 ps~!
that correspond to opticlike excitations in the binary glass.
This is a specific feature of dynamic structure factors for
binary glass systems because in liquids the concentration dy-
namic structure factors in hydrodynamic regime do not con-
tain any side peaks and reflect solely contribution from re-
laxation processes connected with mutual diffusion. One
may assume that this specific behavior is caused by coupling
of opticlike modes with ultraslow boson-peak modes.

C. GCM representations of time-correlation functions

The EGCM representations of time-correlation functions
are represented in analytical form via Eq. (15). The EGCM
analysis of MD-derived time-correlation functions makes
sense only in the case when the corresponding EGCM
functions describe the MD data with good precision. The
quality of EGCM representations is provided by several fre-
quency and time moments, identical for MD-derived time-
correlation functions and theoretical expression (15).

For the case of binary systems studied by the extended
GCM approach one has to reproduce frequency and time
moments of corresponding partial dynamic structure factors
and partial density-density time-correlation functions. We
have found that the two levels of hierarchy of slow pro-
cesses, i.e., the highest level of the ultraslow dynamic vari-
ables in Eq. (12) was restricted by the second time integral of
hydrodynamic variables, taken in the extended basis set were
sufficient for accurate description of partial density-density
time-correlation functions in glasses. In Fig. 5 we show the
quality of EGCM representations (dashed lines) for partial
density autocorrelation functions (solid lines) obtained
within the ten-variable extended dynamic model
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A(IO)(k’t) = {Iz[n]A(k’t)’Iz[n]B(k’t)sl[n]A(k’t)’I[n]B(k’t)’nA(kJ)’nB(k’t)’Jﬁ(k’ t)’]é(k’t)’ji(k’t)’jé(k’t)} (17)

For comparison the GCM representations obtained in Mar-
kovian approximation within the standard VE six-variable
model Eq. (10) (Refs. 45 and 46) are shown by dotted lines.
Such VE dynamic model usually enabled one to reproduce
correctly the partial density-density time-correlation func-
tions in binary liquids. However, as it is seen from Fig. 5 in
the case of glasses the standard viscoelastic model in Mar-
kovian approximation essentially underestimates damping of
collective excitations, and this is responsible for strong os-
cillations of GCM representations shown in Fig. 5 by dotted
lines while the short-time description of F;(k,t) provided by
first five frequency moments of partial dynamic structure
factors is very good. Only inclusion of slow dynamic vari-
ables in Eq. (12) into the general scheme and taking into
account non-Markovian effects induced in the memory func-
tions by treatment of these dynamic variables permits to re-
produce nicely the partial density-density time-correlation
functions in Mg;(Zns glass. The different periods of damped
oscillations observed in the shape of both partial density au-
tocorrelation functions give evidence on existence of at least
two types of collective excitations in the binary glass. This
will be discussed in more details below when the spectra of

collective excitations are analyzed. We would like to make a
reminder that there is no fit with any adjustable parameters in
this GCM analysis—just the analysis of results for different
dynamic models, that provide an information on the dynamic
eigenmodes existing in the system.

Transverse dynamics in glasses is even more difficult for
treatment within the GCM approach than the longitudinal
case. Large (almost infinite) shear viscosity is responsible for
extremely small transverse correlation times, that yields al-
most nondamped oscillations for theoretical representations
of partial transverse current-current time-correlation func-
tions when the GCM treatment is performed within the
standard four-variable viscoelastic model of transverse
dynamics.* In Fig. 6 the viscoelastic representations are
shown by dotted line and this is again an evidence of inap-
plicability of the regular GCM approach to glass dynamics.
In order to keep the same level of treatment of ultraslow
processes as in the longitudinal case we extend the initial
viscoelastic basis set of transverse dynamic variables by the
following three levels of hierarchy of slow dynamic vari-
ables with respect to partial transverse currents:

AYD (e, 1) = {PLIY k1), PLI ey 1) LI (K ), LI T (K ), I T (K, ), AT T K, £, T (e ), T, 0), T (K ), (0} (18)

We would like to make a reminder, that according to Eq. (16)
the first level of ultraslow dynamic variables yields trans-
verse analogy of particle density. Therefore the extended ba-
sis set A“OT)(k,t) corresponds, in fact, to the same level of
approximation as it was chosen for the longitudinal case.

The theoretical representations for the transverse partial
current-current correlation functions are shown in Fig. 6 by
dashed lines. In general the agreement between MD-derived
time-correlation functions and theoretical GCM representa-
tions, obtained within the dynamic model A7 (k1) is very
good. The theoretical curves correctly reproduce the oscilla-
tions as well as their damping for all three partial transverse
functions.

D. Spectra of propagating longitudinal and transverse
eigenmodes

Complex-conjugated pairs of eigenvalues
2o (k) = (k) * i, (k)

correspond in the GCM approach to the collective excita-
tions, that can propagate in the system with dispersion w,(k)
and damping o,(k), and this permits to study specific fea-

tures of dispersion and damping of collective modes in vari-
ous systems.

In Fig. 7 the dispersion of different propagating longitu-
dinal eigenmodes in binary metallic Mg;,Zns, glass is
shown. Two high-frequency branches of collective excita-
tions can be immediately identified in the region k
<04 A as dispersion of acoustic (crosses) and opticlike
(pluses) excitations. In contrast to liquids the opticlike modes
in glasses are well-defined collective excitations, as it was
shown on example of Mg;,Znjs, glass in Ref. 15. In general,
our results for the high-frequency modes is in agreement also
with other simulations studies of disordered solids.!”-!3

The imaginary parts of longitudinal eigenvalues corre-
spond well to the peaks positions of the total and concentra-
tion spectral functions shown in Fig. 4. For wave numbers
k>0.4 A~' the two branches show a crossover to the region
where the corresponding high- and low-frequency branches
reflect dynamics of mainly light (Mg) and heavy (Zn) species
of the binary glass, respectively.

Among the complex-conjugated pairs of eigenvalues ob-
tained for Mg;yZn;, glass within the ten-variable dynamic
model Eq. (17) there appeared eigenmodes with very low
frequencies, shown in Fig. 7 by stars and boxes. Interesting,
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FIG. 5. (Color online) Partial density autocorrelation functions
for Mg,oZns, glass for k=0.396 A~! at room temperature: MD-
derived functions—solid lines, EGCM representations obtained
within regular VE approximation A(®—dotted lines, and EGCM
representations from extended by slow dynamic variables viscoelas-
tic model Eq. (17)—dashed lines. The time scale 7 is equal to 1.688

ps.

that for Mg,yZn;, glass the low-frequency excess of vibra-
tional states over the Debye law known as boson peak is
observed in the region ~4—5 ps~!, that coincides with the
frequencies of obtained ultraslow dynamic eigenmodes. It
seems that these two ultralow-frequency branches are con-
nected mainly with total density and concentration fluctua-
tions, respectively, however, this should be studied in future
in more details. It can be judged from the tendency of dis-
persion of the ultralow-frequency eigenmodes, that in the
long-wavelength limit they will be absent in the spectrum. In
its turn this means a restricted spatial region of existence of
these modes, i.e., quite localized origin of the ultralow-
frequency dynamic eigenmodes.

The real parts of complex eigenvalues o,(k) correspond
to damping of collective excitations. In Fig. 8 we show the
wave-number dependence of damping in the long-
wavelength region for three main branches of propagating
excitations shown by the same symbols as their dispersion in
Fig. 7. The issue of long-wavelength asymptote of acoustic
excitations in glasses is very controversial in the literature.
There are evidences of k*> and k* regions for damping of
long-wavelength acoustic excitations. Our fit-free EGCM re-
sults shown by symbols in Fig. 8 permit to conclude that
sound damping in the long-wavelength region is a quadratic
function of wave number with damping coefficient T’
=26 A%/ ps. However, there is another branch of ultraslow
boson-peak modes with comparable values of damping in the
long-wavelength region. As it is seen from Fig. 8 the damp-
ing of boson-peak modes increases much faster than a k>
dependence drawn through the lowest k point. The third
o,(k) dependence shown in Fig. 8 corresponds to the high-
frequency opticlike modes and tends to a nonzero constant in
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FIG. 6. (Color online) Comparison of theoretical representations
with MD-derived partial transverse current-current time-correlation
functions for MgZns, glass at k=0.396 A~' at room temperature:
MD-derived functions—solid lines, GCM representations obtained
within four-variable VE approximation A“?—dotted lines, and
GCM representations from the extended by slow dynamic variables
viscoelastic model Eq. (18)—dashed lines. The time scale 7 is equal
to 1.688 ps.

the long-wavelength limit. Another conclusion can be made
from comparison of dispersion and damping of acoustic ex-
citations in the long-wavelength region: for the Mg;yZns
glass the loffe-Regel criterion w,,,,,/ m=0 will be satisfied
at the frequencies that several times exceed the frequency of
the boson peak. This declines the possibility for overdamped
longitudinal acoustic modes to form boson peak in Mg;¢Znj5
glass. Our finding is in agreement with similar results re-
ported for the NiZr, metallic glass.*’

60 T T T T T T T

50 F <
40 F -
30 | L
X R
20 A E
10
0 ﬁ?_‘“ﬁ S T E-ﬁ-’" B N ST 'l:.ﬁ.: -
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FIG. 7. (Color online) Dispersion of generalized propagating
longitudinal eigenmodes for the Mg-,Zns, glass at room tempera-
ture as obtained within the extended dynamic model A0 (k, 7).
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FIG. 8. (Color online) Damping of generalized propagating lon-
gitudinal eigenmodes in the long-wavelength region for the
Mg;0Zn;, glass at room temperature as obtained within the ex-
tended dynamic model A19(k, 7).

For the case of transverse dynamics we have obtained
within the ten-variable extended dynamic modes A7 (k1)
four pairs of complex-conjugated pairs of eigenvalues too.
The dispersion of corresponding transverse collective propa-
gating modes is shown in Fig. 9. One can definitely say that
in the region k<0.7 A~' the low- and high-frequency
branches shown by plus and cross symbol-connected lines
correspond to transverse acoustic and optic modes, respec-
tively, while in the region k>1.2 A~! these branches reflect
transverse dynamics of mainly heavy (Zn) and light (Mg)
components of the binary glass, respectively. Again, as for
the case of longitudinal dynamics we obtained two pairs of
transverse complex-conjugated eigenvalues with very low
frequencies, that were a little smaller than the corresponding
longitudinal ones. The same tendency as in the longitudinal
case is observed for the transverse ultraslow modes: in the
long-wavelength region their frequency drops with decreas-
ing wave number.

Damping of transverse modes, represented as real parts of
complex eigenvalues, are shown in Fig. 10. Transverse
acoustic excitations show almost quadratic in wave-number
behavior in long-wavelength region and by comparison with
longitudinal acoustic modes shown in Fig. 8 their damping
coefficient is a bit smaller, [7=22 A2/ ps. The transverse
ultraslow modes have comparable damping to the acoustic
modes. In general, the damping of transverse ultraslow
modes is smaller that in the case of longitudinal Boson-peak
modes. The damping of transverse opticlike excitations in
contrast to longitudinal optic modes decreases toward the
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FIG. 9. (Color online) Dispersion of generalized propagating
transverse eigenmodes for the Mg;(Zns( glass at room temperature
as obtained within the extended dynamic model A7 (k7).
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FIG. 10. (Color online) Damping of generalized propagating
transverse eigenmodes for the Mg;0Zn;, glass at room temperature
as obtained within the extended dynamic model A9 (k7).

long wavelengths, however, tends to the same value
~7.5 ps~! in k—0 limit. We also stress that dispersion of
the long-wavelength longitudinal and transverse optic modes
tends to the same frequency wop,(O) 30 ps! as it must be
for systems without long-range interaction.

E. Mode contributions to dynamic structure factors and
transverse current spectral functions

The eigenvectors associated with corresponding collective
mode z,(k) yield very important information on wave-
number-dependent contributions of different collective
modes to various dynamic structure factors. Since the
density-density time-correlation functions and dynamic
structure factors are related by the time Fourier transform the
same amplitudes of wave-number-dependent contributions
from different dynamic eigenmodes correspond to the damp-
ing oscillatory behavior of a time-correlation function and
the side peaks of relevant dynamic structure factor. The
EGCM expression for representation of density-density time-
correlation function Eq. (15) contains complex weight coef-
ficients Glf}(k), that are calculated straightforward from the
eigenvectors associated with the ath dynamic eigenmode. An
equivalent expression for the normalized EGCM representa-
tions with real weight coefficients within the applied ten-
variable dynamic model reads as follows:

£ t) éA (k)b E{ BE()cos| wo(k)]
F,j(k) 2 + cos[w, (k)¢
+ Djj(K)sin[w,(k)1]}e~ =M1, (19)

where A; (k) are the amplitudes of contributions from the
nonpropagatmg relaxing modes while Bjj(k) and D{(k) are
the amplitudes of symmetric and asymmetric contributions
from the ath propagating mode, respectively. The real coef-
ficients B?j(k) and Df;(k) appear as linear combinations of
corresponding complex weight coefficients G“(k) in a simi-
lar way as it is in hydrodynamic theory*® because expression
(19) is a straightforward extension of hydrodynamic time-
correlation functions that follows from the GCM approach
(see Ref. 49 for details). Namely, the amplitudes B;(k) and

(k) correspond to the strength of Lorentzian and non-
Lorentzian contributions to the ath side peak of dynamic
structure factors
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FIG. 11. (Color online) Coefficients of symmetric By, (k) contri-
butions of generalized propagating eigenmodes to the total density
autocorrelation functions as obtained from corresponding eigenvec-
tors within the extended dynamic model A0 (k, 7).
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It is seen from Eq. (20) that the non-Lorentzian contribution
with the amplitude Dyj(k) changes its sign right at the fre-
quency w=w, thus causing the asymmetry of the ath side
peak of dynamic structure factor S;;(k, w). Since in Fig. 3 the
MD-derived concentration dynamic structure factors clearly
reveal asymmetric form of the contributions coming from the
boson-peak modes one can expect to see this effect in the
strength of non-Lorentzian (asymmetric) contributions based
on the EGCM analysis.

In Figs. 11 and 12 we show the wave-number-dependent
contributions from four branches of collective excitations
shown with the same symbols as their dispersion curves in
Fig. 7. Contributions By (k) from the propagating modes to
the total density autocorrelation functions and S,,(k, w) in the
long-wavelength region are solely coming from acoustic ex-
citations. The contribution of opticlike modes increases from
long-wavelength region almost as k> up to the wave number
~0.5 A~!, where according to dispersion curves in Fig. 7 a
cross section of acoustic and optic branches is possible.
However, it is not an easy task to separate contributions for
k>0.5 A~! and assign them solely to acoustic or optic
modes because in that region of wave numbers the high- and
low-frequency branches reflect mainly the dynamics of light
(Mg) and heavy (Zn) components of the binary glass. It is
seen that the ultralow-frequency modes, that are located in
the frequency range of boson peak, contribute marginally to
the shape of total dynamic structure factors, that is in agree-
ment with MD data shown in Fig. 3. The asymmetric contri-
butions D%(k) in the region k<<2 A~' are very small for all
the propagating eigenmodes giving evidence of almost
Lorentzian shapes of leading contributions to S,,(k, w), that is
in agreement with MD-derived S,,(k,®) shown in Fig. 3.

For the case of concentration density autocorrelation
functions (and concentration dynamic structure factors) the
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FIG. 12. (Color online) Coefficients of symmetric B (k) and
asymmetric D¢ (k) contributions of generalized propagating eigen-
modes to the concentration density autocorrelation functions as ob-
tained from corresponding eigenvectors within the extended dy-
namic model A"%(k, 7). The line-connected symbols correspond to
the same excitations as in Fig. 11.

wave-number dependence of mode contributions is com-
pletely different. Now, the leading contribution to the shape
of F,(k,t) comes from the ultralow-frequency modes asso-
ciated with the boson peak while in the long-wavelength
region acoustic excitations do not contribute at all to the
F,,(k,t) and some contribution comes from the opticlike ex-
citations. It is remarkable that the analysis of mode contribu-
tions, obtained from the fit-free EGCM analysis, permits to
associate the slow overdamped oscillations in the shape of
F.(k,t) as it was shown in Fig. 2 to the boson-peak modes.
This completely supports our finding from the solely numeri-
cal analysis of MD data that the low-frequency peak posi-
tions of the S, .(k, w) can be used for estimation of dispersion
of the boson peak modes shown in Fig. 4. Remarkable that in
contrast to the EGCM results on asymmetric contributions to
the total dynamic structure factors S,(k,w) the coefficients
D¢ (k) from the boson-peak modes are large, that means es-
sentially asymmetric shape of peaks of S,.(k,w), that was
really observed in MD simulations (see Fig. 3).

For the case of transverse dynamics the main contribu-
tions to the shape of transverse current spectral functions
come form transverse acoustic and optic modes, that is
shown in Figs. 13 and 14. It is seen that in the region k
<0.7 A~ the total and concentration spectral functions rep-
resent solely contributions from transverse acoustic and optic
modes, respectively. For larger wave numbers both branches
contribute to the shape of CtTl(k,w) and C;x(k,w). Both
branches of transverse ultraslow modes do not show a visible
effect on the shape of transverse current spectral functions.
However, they contribute to the transverse analogies of the
dynamic structure factors, as it is shown in Fig. 3. Analytical
study of contributions to the S,T,(k,w) and Szx(k,w) will be
made elsewhere.
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FIG. 13. (Color online) Contributions of generalized propagat-
ing transverse eigenmodes to the total transverse current autocorre-
lation functions as obtained from corresponding eigenvectors within
the extended dynamic model A'9D(k, 7). The line-connected sym-
bols correspond to the same excitations as in Fig. 9.

V. CONCLUSIONS

We have shown how the extended GCM approach can be
applied for a fit-free analysis of collective dynamics in
glasses. The idea of making use of time moments of time-
correlation functions* appeared to be very fruitful, namely,
for extension of the GCM methodology on glass systems for
two reasons: (i) slow dynamic variables different from the
regular hydrodynamic ones are included into the GCM
scheme and (ii) non-Markovian effects are taken into ac-
count. Our first attempt of analysis of collective excitations
within the extended GCM approach is demonstrated on the
case of a binary metallic Mg;yZn;, glass. Main conclusions
of this study can be formulated as follows.

(i) We have found pronounced low-frequency peaks in
MD-derived concentration dynamic structure factors as well
as in their transverse analogues. This permitted us to trace
down to small wave numbers the dispersion of low-
frequency modes that was impossible by analysis of only
total dynamic structure factors. It is shown that the low-
frequency modes are located right at the frequencies of the
excess of vibrational density of states (boson peak).

(ii) Strong manifestation of the low-frequency modes,
namely, in the shape of concentration dynamic structure fac-
tors implies their nonacoustic origin because usually the
acoustic modes contribute strongly to total dynamic structure
factors, while opticlike modes—to the concentration spectral
functions.

(iii) We have proposed an extended GCM approach
(EGCM), that permits estimation of the dynamic eigenmodes
and associated eigenvectors in glass systems.

(iv) Two levels of hierarchy of slow dynamic variables,
I[n);(k,t) and I’[n],(k,t), is enough to reproduce with good
quality MD-derived partial density-density time-correlation
functions in the studied two-component glass systems. For
the case of transverse dynamics perfect reproduction of the
partial transverse time-correlation functions was achieved
within extension to three levels of hierarchy of slow dynamic
variables [down to P[J]](k,#)] that corresponded, in fact, to

PHYSICAL REVIEW B 82, 174205 (2010)

<
(-3
o
i)
12}
c
ke
E ;
2 )
£ 02 e
8 0 -lsﬂlgé““*---»aw-:ﬂ--w-'-'-gi’?:'-Q-:Q-,:w---ié-
_02 L L L L L L L L L
0 05 1 15 2 25 3 35 4 45 5

kIAT]

FIG. 14. (Color online) Contributions of generalized propagat-
ing transverse eigenmodes to the concentration transverse current
autocorrelation functions as obtained from corresponding eigenvec-
tors within the extended dynamic model AU9D(k. 7). The line-
connected symbols correspond to the same excitations as in Fig. 9.

the same level of approximation as in the longitudinal case.

(v) Extended slow dynamic variables lead to emergence
of low-frequency complex eigenmodes with very flat disper-
sion, which can be responsible for formation of a low-
frequency excess on vibrational density of states over the
Debye law known as boson peak.

(vi) The damping of acoustic eigenmodes was obtained to
follow quadratic dependence ~k> in the long-wavelength
limit while damping of the boson-peak modes showed much
faster increase with wave numbers.

(vii) Analysis of mode contributions to dynamic structure
factors performed by the EGCM approach gives evidence of
strong contributions of boson-peak modes to the concentra-
tion dynamic structure factors, that is in agreement with MD
data. The EGCM approach correctly reflects the strong
asymmetric part of contributions from the boson-peak modes
to S, (k,w).

The extended GCM approach opens broad perspectives in
exploration of collective excitations in glasses. In particular
the hot issues to be focused on in the future EGCM studies
of glass systems are: the origin of boson peak modes, main
features of dispersion and damping of longitudinal and trans-
verse collective excitations in glasses, wave-number depen-
dence of contributions from different collective modes to ex-
perimentally measured intensities of scattered x-rays or
neutrons. In order to estimate the origin of boson-peak
modes one can apply within the EGCM approach a projec-
tion technique for dynamic variables onto different kinds of
collective processes. Such a projection technique was suc-
cessfully applied in the case of liquids for estimation of ori-
gin of nonhydrodynamic collective modes in liquids such as
opticlike modes,** heat waves,* and structural relaxation.>
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