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Path integral Monte Carlo (PIMC) simulations with very simple models were used in order to unveil the physics
behind the isotope effects in H-bonded ferroelectrics. First, we studied geometrical effects in the H-bonds caused
by deuteration with a general three-site model based on a back-to-back double Morse potential plus a Morse
potential between oxygens, fitted to explain different general features for a wide set of H-bonded compounds.
Our model results show the Ubbelohde or geometrical effect (GE), i.e., the expansion of the H-bond with deute-
ration, in agreement to what is observed in H-bonded ferroelectrics with short H-bonds. Moreover, adjusting the
potential parameters to ab initio results, we have developed a 1D model which considers the bilinear proton-
proton interaction in mean-field to study nuclear quantum effects that give rise to the GE in KDP crystals. PIMC
simulations reveal that protons tunnel more efficiently than deuterons along the 1D chain, giving rise to a strong
attraction center that pulls the oxygens together. This mechanism, which is based on the correlation between
tunneling and geometrial modifications of the H-bonds, leads to a strong GE in the ordered phase of the chain
at low temperature which is in good agreement with the experimental data.
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1. Introduction

KH;PO4 or KDP is the prototype of a wide family of H-bonded ferroelectric compounds which has
extensive applications as a key component in optoelectronic devices [/1]]. Besides the technological interest,
KDP has also attracted much attention due to its rich, complex and intriguing phenomenology, e.g., the
huge isotope effect that displays associated to its ferroelectric-paraelectric (FE-PE) phase transition. With
deuteration, the critical temperature 7. changes from = 122 K to = 210 K. The saturated polarization P
at low T also shows a large isotope effect, increasing from ~ 5.0 nC/cm? for KDP to ~ 6.2 pC/cm? for a
sample with 98% of deuteration [2].

The origin of these strong isotope effects is still controversial. The first explanation of the large
increase of 7, upon deuteration was given by the quantum tunneling model [3]], which focuses purely
on mass-dependent effects. However, increasing experimental evidence since the late nineteen eighties
showed that the large isotope effect is mainly driven by geometrical modifications of the H bonds [4}, |5]]
(Ubbelohde effect [6]]). The recent observation of tunneling in the PE phase of KDP by neutron Compton
scattering experiments added even more controversy to the problem [7], although in deuterated KDP
(DKDP), tunneling could not be detected [S]].

Ab initio calculations have recently shown that tunneling and geometric effects are complementary
aspects of the same phenomenon[9, [10]. With a simple selfconsistent model based on ab initio results, it
is demonstrated that the wave function solution of the nonlinear Schrodinger equation for deuteron/proton
clusters evolves from a double peak to a broad single peak located at the center of the H-bonds as the
cluster mass diminishes. This is explained by a strong nonlinear feedback between proton delocalization
(tunneling) and the effective proton potential barrier in the H-bonds, which changes concomitantly with
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the H-bond geometry. It is concluded that such a large mass dependence can explain the large isotope effect
found in KDP, via an amplified and selfconsistent geometric modification of the H bond in agreement
with experiments. On the other hand, these results are in striking contrast with the very weak dependence
obtained at fixed potential and geometry. Thus, the proton tunneling subunit and the host lattice are
strongly coupled and the host-and-tunneling system is not separable.

Many models were successfully developed in the past to shed light into the general phenomenology of
H-bonded ferroelectric materials [[11H18]]. In this paper, we address with very simple models the problem
of geometrical effects in KDP crystals by performing path integral Monte Carlo (PIMC) simulations.
First, we develop a three-site model for the H-bond to study local quantum geometric effects. This simple
model already serves us to gain knowledge about the interplay between proton tunneling and H-bond
geometric modifications such as the O-O distance variation. After this first insight, we develop a 1D
chain model of concatenated H-bonds to study in the ordered phase the geometrical effects caused by
deuteration. The model parameters are fitted using recent ab initio results [19]. We demonstrate that this
simple linear model can account for the geometrical effects observed in real H-bonded ferroelectrics,
which are at the root of the giant isotope effect in the critical temperature observed in the FE phase
transitions of these materials. The paper is organized as follows: in the next section we explain the models
used and describe details of the PIMC calculations. Section 3 describes and discusses the results obtained
for the three-site model and for the linear chain. Finally, we elaborate a summary and our conclussions
in section 4.

2. Models and calculation details

2.1. Three-site model

—
V, |—|§
%

Figure 1. (Colour online) H-bond parameters in the three-site model. R = Rgg is the distance between
oxygen nuclei. roy is the proton-oxygen distance. The variable 6 = Rop — 2ropy is defined as the distance
between the two possible equilibrium positions of the proton. Then, x = Rpg/2 — rou is the proton
coordinate relative to the H-bond center. This parameter definition is also used in the linear chain model.

We developed a three-site (3S) model which represents a single O-H—O cluster embedded in the H-
bonded ferroelectric as it is sketched in figure[I} With the aim to model linear H-bonds, a Double Morse
(or back-to-back) potential (see e.g., [20H24]]) is usually used, which is essentially the superposition of
two Morse potentials representing what the proton feels while interacting with both oxygens:

R R
Vou (x, R) =V, (x+5)+VM (E_X)

2 2
—a (§+x—r0) } +D{1—exp —a(g—x—ro)” —-2D, 2.1

where R is the O—O distance, and x represents the H position relative to the H-bridge center (see figure[I)).
If we assume that R is fixed, there is a critical value R, = 2(a~! In2+r0) such that for R < R.. the potential
profile is a single well with a minimum at x = 0. On the contrary, for R > R, we have a symmetric double-
well potential, with a local maximum at x = 0 and minima at x = +q~! cosh™'{1/2 expla(R/2 —ro)]}.
Notice that the energy barrier for the proton jump from one side to the other of the H-bond diminishes
concomitantly with the O-O distance R, vanishing for R < R.. Actually, we are interested in the

=D{1—exp
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proton/deuteron tunneling regime, thus we would need that the equilibrium distance R remains in the
region where the proton barrier exists, that is R > R.. However, simulations at low temperature with the
potential described in equation [2.1] relaxing both variables x and R, yield to a collapse of the potential
barrier and the equilibrium energy profile displays one minimum only. Therefore, it is mandatory to
introduce a new interaction which preserves the system from the O-O distance collapse. This O-O
potential will represent the interaction between both oxygens and the lattice. The following Morse
potential between oxygens is chosen [19]:

2
Voo (R) = Doo |1 = e @0 ®=R0)| "~ g, 2.2)

We adopted a Morse potential to describe the O—O interaction with the lattice because this kind of
anharmonic potential enables the system to explore with sufficient probability O—O distances larger
than Ry, in such a way that the collapse tendency to a single well is drastically diminished. This is in
contrast to the case of a harmonic potential for the O—O interaction, where in this case the O—O collapse
is inevitable. The complete potential for the 3S model is as follows:

2 2
Vis (x, R) = Vou (x, R) + Voo (R) = D {1 - e*““R/Z)”*’O]} +D {1 - e*““R/Z)*X*’o]}
2
—2D + Dgo {1 - efaOO(RfRO)} — Doo. 2.3)

The correlation between the H displacement x and the O-O distance R observed in experiments and ab
initio calculations is reflected by the anharmonic potential of equation (2.3)): when the H approaches one
of the O’s in the covalent bond O-H (increasing x), the hydrogen-bond with the other O weakens and
the O-O distance (R) increases. Moreover, R diminishes with decreasing x, which is the inverse situation.
This correlation is precisely the important ingredient necessary for the existence of the Ubbelohde or the
geometrical effect observed in compounds with strong H-bonds.

2.2. 1D model of concatenated H-bonds

Going a step beyond the simple three-site model, we have developed a one dimensional chain model
of concatenated H-bonds to study the GE in a more realistic way in the ordered phase. This 1D linear
model consists of a chain ...O-H...O-H...O-H...O-H..., which is built as a supercell containing N = 200
unit cells of linear dimension R, the O—O distance, as shown schematically in figure [2] There are two
atoms, one oxygen and one hydrogen in each unit cell (O-H...). The supercell of dimension L = 200R is
subjected to periodic boundary conditions. In the simulation, L is allowed to relax at zero stress, as well
as each coordinate x; and R; of each unit cell i. For instance, this chain represents a model approximation
to the 1D H-bonded ferroelectric CsH,PO4 (CDP) if the model chain oxygen is interpreted as a PO4 unit
plus an ordered hydrogen covalently bonded to the phosphate at any temperature, and the model hydrogen
is the one that is disordered at high temperature in CDP [25]]. Then, the global motion of hydrogens in our
linear model in the ordered phase, from one minimum to the other along the H-bonds of the chain, could
be related to the FE mode that accounts for the spontaneous polarization arising along the b direction at
low T in CDP [235]]. Alternatively, the chain model may also represent an approximation to the study of
the GE in KH,PO,4 (KDP) if the model effective oxygen now represents a KDP cluster of two phosphate
units including seven protons moving coordinately as a local FE mode [9,[10]]. In all these cases, we must
adopt a convenient effective mass for the effective model hydrogen/deuteron considering that the real
displacements of H(D) are accompanied with the heavier atom motions [9, (10, [19].

The total potential energy for the linear chain (1D) model is defined as:

1
Vio (R) = Z Vis (xi, Ri) — 3 Z Jxixj, (2.4)
i {ij)

where V;, is the unit cell local potential defined exactly in the same way for the 3S model, as is shown
in equation (2.3), and the last term is the short-range interaction energy between protons/deuterons
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Figure 2. (Colour online) Schematic representation of the 1D chain model in the ordered phase. Each
unit cell is formed with one oxygen (red sphere) and one hydrogen (white sphere). Our model consists of
a supercell subjected to periodic boundary conditions containing 200 unit cells (for better visualization
only 8 unit cells are shown).

stemming from the ice rules restrictions, i.e., in this 1D model, only one proton is attached to each
oxygen. The last sum in equation is restricted to nearest neighbours for each index (ij). There is no
long-range part in this model, which precludes a phase transition in one dimension. However, the last
bilinear term is treated in mean-field, which enables the system to have a second order phase transition
at finite temperature [26]. Therefore, the 1D model total potential, is written in the following way [27]:

Vip (R) = Y Vi, (i Ri) = J{x) D xi + %NJ(x)Z, 2.5)

where (x) = 1/N }; x; is the time and lattice average of the x; positions for each unit cell i taken at each
MC step in the simulation.

2.3. Path integral Monte Carlo simulations

In the PIMC simulations [28]], the effective short-time propagator for two adjacent points in the dis-
cretized imaginary-time path describing each quantum particle was evaluated to fourth-order accuracy
with the Takahashi-Imada approximation [28430]]. The effective action in this case allows us to signifi-
cantly reduce the Trotter number M required for convergence. In all the simulations performed we have
used M = 128 beads for the quantum polymer associated with each atom in the O-H...O bonds, which
yielded well-converged results [[19, [25] 28]]. Additionally, a normal-mode representation of the quantum
polymers was used in order to ensure ergodicity in the MC sampling [28}/30]]. The PIMC simulations were
performed at low T = 50 K such that the quantum nuclear effects were predominant compared to entropic
contributions in the 3S model and also with the aim to obtain GE in the ordered phase for the 1D model
(the classical version of this model has a transition to a disordered paraelectric phase at ~ 350 K). The
simulations for the 3S model consisted of 1 x 10® MC steps preceded by 5 x 10° steps of thermalization.
In the 1D chain model simulations, we took 3 x 10* steps of thermalization plus 1 x 10°> MC steps for
computing averages. In this case, each calculation performed was an average of 20 runs with different
random number generator seeds.

To characterize the degree of particle delocalization in the PIMC simulations, we studied the centroid
and radius of gyration (RG) distributions for the quantum polymers [31]]. The centroid is defined as the
center of mass (CM) of the polymer and represents the average position of the quantum particle. The
radius of gyration represents the variance of the quantum path and is a quantitative measure of how
far away are the beads or monomers from the polymer center, and therefore, provides a measure of the
quantum delocalization of the particle [31].

3. Results and discussion

3.1. Geometrical effect study using the three-site model

The six potential parameters of equation (2.3)) have been fitted in order to perform the GE study
with the 3S model. First, we fixed the values of a = 2.89 15;1 [20, 21]] and D = 3.12 eV of the model
parameters for the proton potential defined in equation[2.T] such that the stretching frequency for the O-H
bond in the limit R — oo coincides with the experimental average value w., ~ 3750 cm™! [20, 21, [32] for
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Figure 3. (Colour online) Proton/Deuteron probability distribution contours for the three-site PIMC
simulations at 7 = 50 K.

different H-bonded compounds. There is a strong correlation between the OH and OO distances for the
family of H-bonded compounds. The equilibrium distance rop diminishes systematically with increasing
R for R > R [33}134], reaching a saturated value around rg; ~ 0.95 A for very large R. Therefore, we
took the parameter value ro = 0.93 A so that the values x that minimize Voy (x, R) in equation for
different values of R give a curve rglﬁ‘ = Roo/2 — x™ as a function of R that is a lower bound for the
set of experimental points spread in the OH-OO correlation [20, 21} 33},134]. With this choice, when the
nuclear quantum effects are included in the PIMC calculations, we observe a very good agreement with
the experimental correlation curve using the model of equation with the OO distance R fixed [33].

On the other hand, the parameter values for the OO interaction Voo (R) [see equation ], were
initially taken from reference [23]. They were further adjusted, especially the value of Do, due to the
important correlation between rog and Roo, such that the classic potential profile has the minimum at
Rglo ~ 2.55 A. We considered this condition because the most important geometrical effects are observed
in H-bonded crystals with strong H-bonds which have distances R in a range between 2.5 and 2.6 A [36],
with RSO lying precisely in the middle of that window. The final parameter values for the 3S model are
shown in table[Tl

Table 1. Potential parameters used in the 3S model.

D[eV] | a[A ] r[A]l ]| Doo[eV] ] aoo [A~T] | Ro [ A]
3.12 2.89 0.93 0.55 2.28 2.76

We have verified that the 3S-model PIMC simulations performed at 7 = 50 K with M = 128
beads for the quantum polymer representing each atom yielded probability distributions for the H-bond
parameters (x and R) and energies well converged. The low temperature of 50 K for the simulation was
chosen because we are interested in the nuclear quantum effects for the H-bonds and the geometrical
changes with deuteration without most of the influence of entropic contributions in the particle dynamics.
The 3S model results for the probability density contours to find the system in a given (x, R) configuration
are shown in figure [3] for the proton and deuteron cases. The curves are qualitatively different but both
cases are found to have symmetric distributions around x = 0 in the x coordinate with two prominent
peaks with maximum probability, which are clearly shifted in the deuterated case. The OO distance for the

peak positions are in each case: R(p)egk(H ) =2.527 A and R(p)egk(D) =2.543 A, which represents a distance

enlargement for the OO bond of ARoo = 0.016 A, evidencing the geometrical or Ubbelohde effect of
the H-bond expansion with deuteration. Moreover, the corresponding average values also increase with
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Figure 4. (Colour online) Distribution of the radius of gyration rg vs. centroid coordinate xcps for the
three-site simulations at 7 = 50 K.

deuteration: (Roo(H)) = 2.525 A and (Roo (D)) = 2.540 A.

The PIMC simulations also show a change in the variable § with deuteration for the peaks observed
in ﬁgure The variation is: A = 6p — 6 = 0.079 A, where 5y = 0.417 A and 6p = 0.496 A. This
is also reflected in a shrinking of the O-H bonds: Ar = rog — rop = 0.032 A. The overall changes in
the variables ¢ and R with deuteration in the simulations are in agreement with what is observed in the
experimental data for different H-bonded compounds with strong H-bonds [36} 37]. Thus, our simple 3S
model satisfactorily reproduces the isotopic geometrical effects for these systems.

It is worth to notice that if the OO distance is not allowed to relax, then the GE is smaller. For
instance, we have fixed the value Roo = 2.527 A, which corresponds to the peak in the probability
distribution for the protonic system (see figure [3)), and the simulations gave a change with deuteration in
the OH bond of only Ar = 0.021 A. Comparing this result with that considering the oxygen dynamics
(Ar = ron — rop = 0.032 A), we observe an increment of ~ 50% in the isotopic geometrical effect in the
case where the oxygens are allowed to relax. This can be understood in the following way: first, when
the oxygens are fixed, protons, being more delocalized than deuterons, have more probability to stay
closer to the middle of the O—O bond. Second, when the oxygen dynamics is included, the protons act
as a strong attraction center that pulls the two bridge oxygens together, more effectively than deuterons
which are more localized near the oxygen. This proton-mediated O—O contraction lowers the potential
barrier, which delocalizes even more the proton, and so on, giving rise to a nonlinear selfconsistent
mechanism [9} [10]. For the deuteron, being less delocalized than the proton, the selfconsistent effect is
weaker. This mechanism leads to an isotopic geometrical effect which is stronger than that generated by
the proton/deuteron quantum delocalization at fixed potential (fixed oxygens) [9} [10].

To further illustrate the microscopic mechanism that rules the GE, we have analyzed the behavior
of the quantum polymers for the proton/deuteron in the simulation via an analysis of the center of mass
of the quantum polymer or centroid position xcps and the radius of gyration rg representing a measure
of the quantum delocalization of the particle (i.e., the extension of the quantum polymer) [31]. We plot
in figure E| the instantaneous values of rg as a function of the proton/deuteron centroids xcpy, taken
every 100 MC steps in the PIMC simulation. As can be seen in the figure, the density of points reveals
that the deuteron prefers to be localized at both sides and far from the bond middle with small values
of rg, indicating a more classical behavior in these cases. When the deuteron centroid takes the values
of xc s closer to O (the bond middle), it is observed an increase of rg indicating that the quantum polymer
is delocalized and is spread through both sides of the potential barrier, signaling the presence of tunneling
in this case. Notice that the largest values of 7 are found at xcps ~ 0 where delocalization is maximum.
On the other hand, in the proton case, tunneling is much more frequent because the region with larger
density of points appears near xcps ~ 0 with large values of r¢, as shown in figure {] This is precisely
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an important ingredient for the GE: the proton spends much more time delocalized with the quantum
polymer center of mass near the middle of the O—O bond, which finally produces a strong contraction
of the O-O distance. On the contrary, the deuteron is much more localized at both sides and far from
the bond middle which leads to a weakening of the O—O bond and to an increase of the O-O distance.
This yields the isotopic geometrical effect, which is observed in the calculated probability distribution of

figure

3.2. Isotope effects obtained with the 1D model simulations

The previous analysis of the 3S model results, which has clearly shown the isotopic GE, was carried
out based on the parametrization of the model which reproduces the universal OH-OO correlation
observed for a family of diverse H-bonded compounds. In this sense, this model is quite simple and
general, accounting for the geometrical effects with deuteration of a set of H-bonded ferroelectrics with
strong H-bonds. Now, we focus on the development of a 1D chain model, described in section 2.2 [see
equation (2.5)], which was specifically designed to explain the isotope effects in the phase transition of
KDP and was fitted to ab initio results [19]. This more realistic 1D model has, in the classical nuclei
version, a ferroelectric-paraelectric transition at 7 ~ 350 K [35]. In this paper, we have used it in the
ordered phase of KDP at T = 50 K to analyze the isotopic GE which is at the root of the microscopic
mechanism that leads to the giant isotope effect in the critical temperature.

We start from equation [2.5] for the 1D model, which has seven parameters to be adjusted for the
KDP case. The six model parameters of the local proton potential Vs for each unit cell in the chain,
which is just the same that was used in the 3S model (see equation[2.3)), have been adjusted to reproduce
six magnitudes obtained from ab initio calculations for KDP. These magnitudes were the global energy
barrier between the PE and FE states, the O-O and ¢ distances in the FE phase, the O-O distance in
the PE phase, the ab initio vibrational frequency of the PO, rotation mode, which is equivalent to the
stretching mode in the 3S model, and the energy barrier between the energy minimum and the transition
state in the FE phase keeping the O—O distance fixed (see reference [19]). We adopted the model fit to the
ab initio calculations that includes dispersion corrections at the vdW-DF level, which exhibit, compared
to other methods, the best agreement with the experimental geometry for both KDP and deuterated KDP
(DKDP) [19].

Finally, we have fitted the remaining parameter J that corresponds to the proton-proton interaction
term in equations and |b To this end, J was adjusted to 0.55 eV/A” so that the critical temperature
T for the FE-PE transition obtained by the 1D model simulation with classical nuclei reaches the value
of =~ 350 K, similar to the value obtained by ab initio molecular dynamics calculations with dispersion
corrections at the vdW-DF level for DKDP [38]].

The final values for the parameters used in the 1D model are listed in table 2]

Table 2. Potential parameters used in the 1D model.

o

D[eV] | a[A | o [A] | Doo [eV] | aoo [A™1] | Ry [A] | J[eV/A"]
8.838 3.027 0.966 10.542 0.831 2917 0.55

The motion of the proton/deuteron is strongly correlated with that of the heavy ions, and its mass is
dressed accordingly as discussed in reference [10]. Therefore, instead of using the bare proton (deuteron)
masses m,, (2mp), we have used in the PIMC simulations the effective masses for H and D: ug = 2.3m,,
and pp = 3m,, respectively, with m,, the proton mass [9, (10, [19].

We plot in figure 5] the probability distribution contours for the PIMC simulation with the 1D model,
obtained in the ordered phase at 7 = 50 K. Due to the ordered phase, only one peak is observed in the
proton and deuteron distributions, which is in contrast to the symmetrical double peaks around x = 0 found
in the 3S model distribution results (see figure [3). The calculated distribution for the chain of protons
in figure [5] is asymmetric around the peak position due to the potential anharmonicity and quantum
delocalization, which is in qualitative agreement with the experimental diffraction pattern measured near
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Figure 5. (Colour online) Proton/Deuteron probability distribution contours in the H-bonds for the linear-
chain PIMC simulation at 7 = 50 K.

T, in the FE phase of KDP [39]. The asymmetry around the peak is less pronounced in the deuterated
case as shown in figure [5] because the deuteron is less delocalized than the proton.

The prominent single peak found in the distribution results for the 1D simulation is clearly shifted
in the deuterated case towards larger x and R, revealing the existence of the isotopic geometrical effect,
i.e., the expansion of the H-bonds in the chain with deuteration. The O—-O distance for the peak positions

are in each case: Rgeoak(H ) =2.515A and Rgcoak(D) =2.542 A, which represents a distance enlargement

for the O—O bond of ARoo = Roo(D) — Roo(H) = 0.027 A. The x coordinate of the peak position also

expands with deuteration, from x%eak =0.188A to xpDeak =0.218 A, with a net increase of Ax = 0.030 A

or similarly A6 = 6p — 6 = 0.060 A. These results are summarized in table [3|and compared with the
available experimental data for KDP and DKDP [40]. We observe a good agreement between theory
and experiment, although the GE is a little bit underestimated, with difference values under deuteration
~ 25% lower than the experimental data.

Table 3. Nuclear quantum calculations of the H-bond geometries for KDP and DKDP using the 1D
linear model. The results, which correspond to the peak positions of figure [5] are contrasted with the
experimental data of reference [40]. Distances are in A.

PIMC KDP (1 =2.3mp) | DKDP (up =3.0mp,) | ARoo AS
results Roo 0 Roo 0
1D model | 2.515 0.376 2.542 0.436 0.027  0.060
Expt. [40] | 2.497 0.385 2.533 0.472 0.036  0.087

To get a deeper insight into the microscopic mechanism of the geometrical effect in the linear chain
model, we plot in figure[6]the distribution of the instantaneous radius of gyration r¢ as a function of the
centroid positions xc s for all H-bonds in the chain, where the points are taken every 100 MC steps along
the PIMC simulation. The region with largest density of points in figure[6]coincides with the position of
the peaks in both proton and deuteron cases (see figure[5)). We again observe an asymmetric distribution
centered in one of the sides of the H-bond consistent with the (x, R) distribution pattern of figure[5] The
asymmetry observed in figure[6]is more pronounced in the proton case, indicating that protons jump more
often than deuterons to the other side of the O—H-O bond. The mechanism to pass through the potential
barrier is to increase the radius of gyration near xcps ~ 0 which means that the particle tunnels through
the barrier. This is helped by a strong contraction of the R distance, which diminishes concomitantly with
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Figure 6. Distribution of the radius of gyration 7 vs. centroid coordinate xc s of the quantum polymer
representing the protons (a) and deuterons (b) relative to the center of the H-bonds, for the linear-chain
PIMC simulation at 7 = 50 K.

the potential barrier, to a lower bound of R, = 2.3 A near x = 0 as shown in ﬁgure Thus, we conclude
that tunneling is assisted by the R distance modulation. However, in this ordered phase at 7 = 50 K,
the proton spends more time in one of the sides of the O-H—O bond where the behavior is more classic
(low value of rg). On the other hand, in the deuteron case, the particle remains localized practically all
the time, with a general classical behavior with low values of rg. In other words, the tunneling for the
deuteron is very scarce. These results are consistent with the general assumption in the tunneling model:
protons are capable of tunelling while deuterons are not [3]. However, there is an essential difference:
protons tunnel being assisted by the strong correlation with the O—O distance, which is the behavior that
originates the geometrical effect 9} [10]. Therefore, the proton has a larger probability than the deuteron
to spend more time tunneling through the barrier near the middle of the O—H-O bond, and this generates
a strong attraction center that pulls the two oxygens together, much more efficiently than deuterons. This
“tunneling — geometrical effect” interrelation gives rise to the final geometrical effect observed in KDP
crystals, that is, the H-bond expansion with deuteration, which is crucial for the isotope effects in the
FE-PE phase transitions [9} 35].

4. Summary and conclusions

We have carried out PIMC simulations with simple models to account for the geometrical effects (GE)
with deuteration in H-bonded ferroelectrics such as KDP crystals. Firstly, we have developed a general
three-site (3S) model consisting in a back-to-back double Morse potential for the O—H interaction and
a Morse potential which represents the interaction between the oxygens and the lattice. The model was
fitted to reproduce general features for a large set of different H-bonded compounds. The computed
probability distribution contours in the (R, x) configuration space, with R the O-O distance and x the
proton/deuteron distance to the middle of the O—O bond, reveal a symmetric distribution around x = 0
with two peaks on either side, for both proton and deuteron cases. The results show an increase with
deuteration of R and x for the observed peaks, i.e., a GE, which is in agreement with that observed in
H-bonded compounds with strong H-bonds. Moreover, if the oxygens are not allowed to relax during the
simulation, the GE in the x coordinate is much smaller, which means that there is a strong correlation
between R and x that is important for the GE. During the PIMC simulations we have also plotted the
instantaneous radius of gyration rg vs. the centroid position xcps of the quantum polymer representing
the proton/deuteron. The results show that the proton tunnels more frequently than the deuteron (that is,
it spends more time with the center of mass near xc»s = 0 with large values of r¢), while the deuteron is
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more localized in both sides and far from the O—H-O bond center, with small values of r (i.e., a more
classsical behavior). These features yield a more effective contraction of the O—O bond in the proton
case, explaining the GE observed.

Secondly, we have developed a more realistic 1D model, with the same local potential for the H-bonds
as that used in the 3S model, but adding also a bilinear proton-proton interaction treated in mean-field.
The parameters of the 1D model were fitted to ab initio results for KDP. The bilinear interaction parameter
of the model was adjusted such that the classical nuclei version of the model has a second order FE-PE
phase transition at 7 = 350 K in agreement with ab initio molecular dynamics simulations for DKDP.
In this paper, by means of PIMC simulations of the 1D model, we have studied the GE caused by
deuteration in the ordered phase at 7 = 50 K. The calculated probability distribution contours show
only one peak in the (R, x) configuration space for both proton/deuteron cases. The distribution is more
asymmetric in the proton case due to the anharmonicity of the potential and the quantum delocalization.
The distribution pattern is in qualitative agreement with the experimental distribution determined by high-
resolution neutron diffraction studies [39]. The probability distribution contours show a peak which shifts
substantially with deuteration. The changes in H-bond geomentry caused by the GE observed in the 1D
model simulations are in good agreement with the corresponding experimental data. The distribution of
the radius of gyration vs. the quantum path centroids shows that the protons tunnel through the potential
barrier frequently while the deuterons are much more localized in one of the sides of the O—H-O bond
and practically do not tunnel, in agreement with the well-known tunneling model [3]], and also with
recent neutron Compton scattering experiments [7, [8]. We have shown that proton tunneling is assisted
by a strong contraction of the O—O distance in the 1D model. Thus, there is a strong correlation between
instantaneous tunneling and geometrical effects of the H-bond that is much more efficient in the proton
case than in the deuterated system, which gives in average a strong GE for the whole simulation. This
mechanism is expected to be at the root of the huge isotope effect observed in H-bonded ferroelectrics of
the KDP type [9}10].
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MeTogp iHTerpanis 3a TpaekTopisMun y mogentoBaHHi
MoHTe-Kapno reomeTpuuHux edpekTiB y Kpuctanax KDP

®. Toppesi, X. Jlacase, C. KoBanb

IHcTUTYT Qi3nkm Pocapio, HauioHanbHWi yHiBepcuTeT Pocapio Ta HauioHanbHa paja 3 HayKOBO-TEXHIUHNX
JocnifkeHsb, Byn. 27 ntotoro, 210 Bis, 2000 Pocapio, ApreHT1Ha

MeTog iHTerpanis 3a TpaekTopisMu y MogentoBaHHi MoHTe-Kapno (ITMK) ans gyxe npocTtux Mojeneii 3actoco-
BaHO A/14 3'ACyBaHHA $i3MUHMX MeXaHi3MiB, L0 SIeXxxaTb B OCHOBI i30TONIYHOro edekTy B CerHeToenekTpmkax 3
BOAHeBUMY 3B'A3kaMu. 3yMOB/eHi AeliTepyBaHHSM reoMeTpUYHi epekTn y BOAHEBUX 3B'A3Kax byno gocnigxe-
HO 3a 0MOMOrOH0 3arasbHOi TPUBY3/10BOI MOZENI, B AIKii BUKOPUCTOBYHOTLCS NOABIHWIA noTeHuian Mop3e Ta
noteHuian Mop3e Mix KNUCHSIMU; MapameTpu MoAeni BU6paHo Tak, o6 NOSICHUTW Pi3HOMaHITHI 3aranbHi Baac-
TUBOCTI HU3KN CNOAYK 3 BOAHEBUMMU 3B'A3KaMu. 3 po3paxyHKiB y paMKax Ljiei Moeni BUNANBAE BUHUKHEHHS
reomeTpuyHoro edekTy (epekty Y6benose): BUAOBXeHHS BOAHEBOrO 3B'A3Ka NpU AeiTepyBaHHi, i Lie y3roaxy-
€TbCS 3 TUM, LLLO CMOCTEPIraEeTbCs B CErHeToeeKTPUKax 3 KOPOTKMMU BOAHEBMMM 3B'A3Kamu. BukopuctoBytoun
AN NapaMeTpiB NoTeHLianis pes3ynsTaTv NepLUOnNPUHLMIHUX PO3paxyHKiB, PO3BMHEHO OAHOBUMIPHY MOoJenNb,
B AKili 6iNiHiAHI NPOTOH-NPOTOHHI B3aEMOZIT PO3rNa4atoTbCa B HabavKeHHi cepeHboro nons. Lis mogens Buko-
PVICTOBYETLCA 4NN JOCNIAKEHHSA KBAHTOBUX epekTiB y SApax, aki Npu3BoAAThb A0 BUHUKHEHHS reOMeTPUYHOro
edekTy B kpuctanax KDP. Nigxig ITMK ga€ 3mMory BUSBUTY, LLLO MPOTOHUN TYHENHOTh 6inbLll ehekTUBHO B340BX
OJHOBVMIPHOIO NaHLIOXKa, HiX AeATPOHW; Lie CPUYMNHAE NOABY CUABHOMO MPUTATYBaAbHOMO LIeHTPa, AKui
3MeHLLUYE BifCTaHb MiX aToMaMu KNCHIB. Lieli MexaHi3m, AKNIA FPYHTYETLCS Ha KopensLii MiX TYHeNtoBaHHAM i
reoMeTpyYHNMM 3MiHaMW BOAHEBUX 3B'A3KiB, MPU3BOANTL A0 BUHWKHEHHS CUIbHOTO reoMeTpUYHOro edekty
B JIAHLIFOXKY y BMOPAAKOBaHIV $pasi Npn HMU3bKMX TemnepaTtypax, Lo A0bpe y3roAKyeTbCs 3 eKcnepuMeHTab-
HUMW AaHUMU.

KntouoBi cnoBa: cerHeroenekTpudHui ¢pa3oBuii nepexif, cerHeToenekTpuky 3 BOAHEBUMU 3B'A3KaMy, METO4
iHTerpanis 3a TpaekTopiamMu y mogentosaHHi MoHTe-Kapao
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