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Abstract

An introduction into the field of critical dynamics is given and recent
progress made is presented. Comparison between experiments in fluids, fer-
romagnets and superfluid helium with field theoretical calculations is made.

1 Introduction

Critical phenomena are everyday life experiences, mostly we are confronted with first
order phase transitions. However under certain circumstances we may observe sec-
ond order phase transitions. An example is the the gas liquid critical point in a fluid.
There we observe a spectacular behavior of physical quantities, most prominently
examples are the diverging of the specific heat and the critical opalescence.

Historically the experimental study of second order phase transition behavior
started in the midth of the 19th century. Theoretical explanations developed: Van
der Waals theory for fluids, mean field theory for magnets and then more generally
Landau theory. Already 1896 Verschaffelt recognized differences to the predictions
of mean field theory in fluids. Later on Onsager solved the two dimensional Ising
model proving the mean field theory to be inadequat to calculate e.g. the critical
exponents.

Finally the critical behavior could be explained by renormalization group (RG)
theory 1971, which also proved already developed concepts as universality for e.g.
the exponents and amplitutde ratios in the power laws for the dependence of physical
quantities. Moreover the concept of scaling naturally arises due to the diverging of
the correlation length and the invariance with respect to RG transformations. RG
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connects a specific critical behavior to the existence of a stable fixed point and the
attraction of the flow’ of model parameters to this fixed point.

More complicated and more realistic situations could be explained by the exis-
tence of additional fixed points and a crossover from unstabel fixed points to the
stable fixed point. The knowledge in this field - static critical behavior - is collected
already in several textbooks and I mention just a couple of them [1] (containig field
theoretic methods).

Dynamical critical behavior was less understood but the phenomenon of critical
slowing down (the characteristic time 7. for dynamical phenomena diverges when
one approaches the critical point) was recognized and Van Hove theory (1954) could
give an explanation although it assumes that transport coefficients and/or kinetic
coefficients remain uncritical. It was not understood how the diverging correlations
of the static fluctuations affect the transport coefficients. In the sixties scaling ideas
where applied to dynamical phenomena too and parallel to mode coupling theory
dynamical scaling theory evolved into the formulation of dynamical renormalization
group theory. This development up to 1977 is summarized in the review of Halperin
Hohenberg [2].

Although dynamical phenomena are more complicated than static ones all the
concepts know in statics can also be found in dynamics. These are: (i) univer-
sality (power laws with universal exponents and universal amplitude ratios in the
asymptotics), (ii) scaling properties (in the asymptotics), (ii) crossover phenom-
ena. In defining certain dynamical universality classes an important role however is
played by the conservation properties of the order parameter (OP) and the dynami-
cal coupling to other conserved densities. Thus models described by the same static
functional may be in different dynamical universality classes.

2 Experimental evidence

In this section I collect some examples of dynamical critical behavior subject of
quantitative theoretical calculations within dynamical renormalization group theory.
It is a personal selection and mainly reflects own research in which I cooperated with
others. The experimental result are in most cases the most recent ones presenting
the state of art.

2.1 Fluids

In fluids two transport coefficents are of most interest the shear viscosity and the
thermal conductivity. They are directly connected to the dynamical model describ-
ing the dynamical critical behavior. However there are other transport coefficients



which show critical behavior but they are not the primary ones. An example is
the sound mode, where the sound velocity and the sound absorption show critical
behavior. Let first look at experimental results for the shear viscosity (see Fig. 1).
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Figure 1: (a) Temperature dependence of the shear viscosity of Xenon with and
without gravity for different frequencies. [3, 4] (b) Density dependence of the shear
viscosity of CoHg for different temperatures [5]. The curves were shifted for better
clearness.

The temperature dependence has been measured on earth and in space (reduced
gravity). On earth near the phase transition a finite value is reached. This is due to
the earth’s gravity which couples to the density. In the specific measurements of the
shear viscosity with oscillating discs within cells of a certain height gravity produces
a density distribution around the critical density in the midth of the cell. Thus one
has to take into account that one is not at the critical density. This makes the shear
viscosity at T, finite (and the finite value depends on the height of the cell). Fig.
1(b) shows the shear viscosity as function of density around the critical density. A
possible divergence of the shear viscosity with a power law may only be observed in
reducing the gravitational effects e.g. by going to space. Experimental results are
shown in the upper figure of Fig. 1(a). However the evolution of a power law is
recognized but finally near 7, again a finite value is reached. The physical reason is



the fact that the experiment is made at a small but finite frequency, which means
again the experiment is not at criticality (criticality means: 7' = T, and p = p. or
=00, k=0and w=0).
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Figure 2: Region for CO, of more than 1% enhancement to the thermal conductivity
due to fluctuations. Taken from [6].

Also the thermal conductivity is strongly enhanced when approaching the critical
point and a power law divergence can be observed. The region where fluctuations
contribute is shown in Fig. 2.

2.2 Ferromagnets

Neutron scattering is the main technique to study magnetic critical phenomena.
However this is a little bit more complicated than what we have discussed so far since
the dynamical susceptibility taken from theory has to be folded with a resolution
function characteristic for the experimental setup. In this way one may look at the
shape and the width of the scattering function (intensity) either in a experimental
setup where the wave vector is kept constant during the measurement or the energy
transfer is kept constant. Let us consider the shape of the scattering function at
T.. In Fig. 3 the intensity is compared with a Lorentzian and a non Lorentzian
shape function. It is clearly demonstarted that the shape is non Lorentzian and
this is attributed to dynamical fluctuation effects. At T, the width at half height as
function of wave vector shows a power law with an exponent of roughly 2.5
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Figure 3: (a) Constant wave vector scans in EuO (b) Constant energy scans in EuO.
Both demonstrate deviations from a Lorentzian shape function. [7]

2.3 Superfluid ‘He

The superfluid transition is an exeptional example of a second order phase transition
since the symmetry breaking is exact (a second system is the antiferromagnet). No
physical field is conjugate to the order parameter. It is also exceptional with respect
to the existence of a whole line of phase transitions as function of pressure. This
makes it an ideal system for testing universality.

The thermal transport properties are of main interest. This transport is diffusive
above Ty and propagating (second sound) below Ty. We show the thermal conduc-
tivity A for different pressures as function of temperature. A power law divergence
seems to be observable, but looking closer to the data by extracting the universal

amplitude R3™

A
R? = — 2 — (1)

N
Goy/ £C

involving the specific heat C),, the correlation length £ and a constant go. This

amplitude is expected to go to a universal constant near T), but turns out to be

temperatur and pressure dependent even in the range of relative temperature dis-
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Figure 4: (a) Temperature dependence of the thermal conductivity of *He for dif-
ferent pressures near the superfluid transition. [8, 9] (b) The same for the amlitude
ratio, which should be universal and was expected to be temperature and pressure
independent.

tances as 1075 and 10~7. These remarkable data (see Fig. 4 at saturated vapor
pressure have been obtained in a space shuttle mission. Even for the supefluid tran-
sition it is necessary to go to reduced gravity in order to get reliable data. In statics
one comes to phantastic values of 107 to 107'° (in specific heat measurements) for
the relative temperature distances.

3 Van Hove theory

Let us consider a model described by the most simple dynamical equation, which
might be suitable for a one component order parameter ¥, (OP, non conserved
or conserved). One may have in mind the magnetization then equation describes
simply the relaxation (if non conserved) or diffusion (if conserved) mode present in

this system
8@D§t(t) = —TE"(r + k)i (t) + () (2)

where a = 0 or a = 2 for a non conserved or a conserved OP respectively. The OP
is a slow variable all other variables are assumed to be fast and represented in the
dynamical equation by Gaussian distributed fluctuating forces. In order to reach in
equilibrium the correct statics the Einstein relation

< Ck(t)Ck;’ (t,) >= QFkaék_k/é(t — t,) (3)
has to be fulfilled. From this equation the dynamic susceptibility
<@, OP@ ) > = Xagn(@T— Tt =) (4)
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Xagn(F,w) = < ¢k, w)(—k, —w) >¢ (5)

o gk,w
Vhwo = —iw + Cke(r + k2) (6)
2Tk
Xagn (k@)= = + {Tka(r + k2)}2 ")

is easily calculated. Integration over w gives the static susceptibility

1

r+ k2 r=¢” (®)

Xst(ka f) =
A characteristic frequency may be defined by the halfwidth at half height
we(k, &) = Tk*(§7% + k%) (9)

and with these definitions the result for the dynamic suscsptibility can be cast into
scaling form

_ Xst(kag) w
Xayn (K, w, &) = F (wc(k,f)’kf) (10)

Wc(ka f)

definig the shape function F'.

Figure 5: I: hydrodynamic region below T, II: critical region below and above T,
and III: hydrodynamic region above T

The characteristic frequency may be written in scaling form
ol €) = ARQ(RkE) (11)
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defining the dynamical critical exponent
z2=24a (12)

and the scaling function

1
Q) = (= +1) (13)
This function has in the critical region and in the hydrodynamic region the limiting
behavior

| Ak? k& >>1
We T { A2 ke << 1 (14)
The shape function is given by a Lorentzian
2 w
F = = — 15
) =g v= (19

and independent from x. That means the shape is the same in the critical and in
the hydrodynamic region.

Although the Van Hove model [10] captures some features observed in experi-
ments qualitatively (e.g. behavior of the characteristic frequency) it failes quanti-
tatively. One also sees from the calculation that the behavior of the characteristic
frequency is just a consequence of the critical behavior of the static susceptibility.
No genuine 'dynamical’ critical contribution is present.

4 Dynamical scaling

We now generalize by assuming that scaling holds but with general values for the
exponts and the scaling functions [11]. In this way already an analysis of experi-
ment can be performed and exponents and scaling functions can be extracted. This
however relies on the assumption that the system has reached already the asymp-
totic region. As an example shown in Fig. 6 the linewidth of Xenon as function of
temperature for different wave vectors. Introducing the scaling variables

wcfl-i-a:n

E=E7" x, ~ 0.04 x = k& =T

= Q(x)  (16)

the data at different wave vector k of Fig. 6(a) collapse almost on one curve - the
scaling function - shown in Fig. 6(b). However a warning should be expressed at
this place because non-asymptotic effects may be less visible in such a scaling plot.
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Figure 6: (a) Linewidth data of light scattering intensity in Xenon [12] (b) in scaled
variables

4.1 Scaling form of the dynamic susceptibility

The scaling form of the dynamic susceptibility x4y, of the OP reads

_ Xst(§, k) w
Xdyn(f, ka w) - F (wc(£7 k?) ) kf) (17)

we(, k)

As well as the characteristic frequenzy w. (Eq. 13 width at half height) the static
correlation function yg

Xst(&, k) = kg (k) (18)
can be written in scaling form. This leads to the dynamic scaling function (mas-

terfunktion) F(y,z) (v = w/w.(§, k) and x = k&) which determines the shape. It
fulfills since w, is the halfwidth at half height,

/dyF(y,x) =217 und F(l,z)= %F(O,x) (19)

As a consequence of the validity of scaling one obtaines a change of the shape
crossing over from the hydrodynamic region to the critical region.
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In the hydrodynamic region k¢ < 1, the characteristic frequency is given by the
hydrodynamic mode (we think of a conserved OP as for the case of a ferromagnet)
we = Dk? and the static susceptibility reads y ~ &7. In consequence we find the
temperature dependence of the diffusion coefficient

D) =T(&)/xs(£,0) ~ €% and  T(¢) ~ & 7H0 (20)

and the OP Onsager coefficient I'. Note that in van Hove theory (statics described
by mean field theory) one immedeately gets z = 4 since /v = 2 in order to have
an uncritical transport coefficient. The shape function calculated within hydrody-
namics has a Lorentzian shape

Fly,z << 1) =

21

In the critical region, k¢ > 1 or T' = T, the characteristic frequency and the
static susceptibility are given by w, ~ k* and y ~ k727 respectively and the
dynamic susceptibility scales as

Xdyn(kaw) ~ k_Z_Q‘HIF(y’ OO) (22)

We now make use of the conservation property of the OP which demands for
k — 0 and w — 0 that x4y, ~ k*. This leads to the following y dependence in the
hydrodynamic and critical limit

F(y, 00) ~ const. for y—0

z+4—n

F(y,00) ~y = for  y— o0

Thus for z # 4 and n # 0 one recognizes that the decay of the shape function for
large scaling argument is non-Lorentzian. For a ferromagnet this would be (z ~ 2.5)

F o~y 20 instead of ~ F ~ g2 (23)

4.2 Finding the dynamical exponent z by scaling relations
4.2.1 Ferromagnet

Let us consider a ferromagnet below T,.. Due to the symmetry breaking of the conti-
nous symmetry (in OP-space) by the non zero OP a symmetry restoring propagating
mode (Goldstane mode) is present - the spin wave mode. Is dispersion (undamped)
in the hydrodynamic region is given by (d = 3)

w, = vk? v~ pL]\ij ~ T (24)

10



The ’spin wave velocity’ v is a static quantity and is expressed by the transverse
correlation length and the magnetisation (OP). On the other hand it defines a char-
acteristic frequency fulfilling dynamical scaling

w, ~ kT (kE) ~ 277K (25)
Comparing with the dispersion
2—z=-14+0/v — z2=3—-0F/lv=(5—mn)/2 (26)

leads to the value of the dynamical exponent. Use has been made of static scaling
laws 20+y=2—a=3vind=3 and y/v =2 —n then 8/v+1—-1n/2=3/2

Since z is now known we can make predictions on the temperature dependence
of the spin diffusion constant in the hydrodynamic region above T,

wzr = Dk2 ~ kZQ+(k€) D ~ §27z ~ §(71+n)/2 (27)

4.2.2 Fluids

In the liquid the thermal transport below and above is diffusive and nothing can be
gained at the moment.

4.2.3 Superfluid transition

Similar to the ferromagnet also in superfluid *He below Ty one has a propagating
mode - the second sound mode, which is the corresponding Goldstone mode. Its
dispersion reads (undamped) in the hydrodynamic region (d = 3)

o\ 1/2
W — vk v~ (M) ~ £1/2Fa/2 (28)

C
Cp

The second sound velocity v is a static quantity and is expressed by psifs ~ ps ~
and the specific heat ¢, ~ £°/V. Comparing with the dynamical scaling law

w, ~ Kk Q7 (k&) ~ %k (29)

one finds again the critical dynamical exponent
l—2z=-1/2+a/2v — z2=3/2—a/2v (30)
Since a turns out to be smaller than but almost equal to zero one has in fact z = 3/2.

Since z is now known we can make predictions on the temperature dependence
of the thermal diffusion constant in the hydrodynamic region above T,

w:r _ D]{]Q ~ sz(ké) D ~ €2fz ~ €I/2+a/21/ (31)
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Since at n = 2 the specific heat does not diverge o has in fact to be taken equal to
0. The superfluid transition is above but very near the borderline where the specific
heat exponent changes sign so that an almost logarithmic temperature dependence
in the specific heat is observed.

Tab. 4.2.3 summarizes the dynamical critical exponents for different systems

model name system Goldstone mode dyn. exp.
relaxation A FeFy - 24 cn~2
diffusion B - 4—n~4
relaxation C - 24+ a/v (n=1)
relaxation C - 24cn (n>2)
symm. planar m. E XY Magnet spin wave 3/2
asymm. planar m. F ‘He 2. sound 3/2
antiferromagnet G RbMgF; spin wave 3/2
fluid H Xenon - 3+xy~3
ferromagnet J Fe spin wave 1/2(5—mn) ~5/2

5 From dynamic equations to a Lagrangian

The steps to set up a model for the critical dynamics follow a systematic procedure.
The time scale is set by the OP and the fact that one observes critical slowing down.
Therefore one has to consider besides the OP (conserved or not) the slow densities
in the system, which are the densities of the conserved quantities. Thus the set of
densities to be consider is enlarged in comparison to statics. In a first step one has
to reconsider the static functional including the additional densities.

In the second step one has to find out the equations of motion for these slow
variables. The fast variables are included as stochastic forces in the equations of
motion for the slow variables. The fast variables also related to damping effects.
The form of the equations of motion are know in general and fulfill the following
conditions: (i) the system reaches due to irreversible terms in the dynamic equa-
tions the statics described by the static functional derived in the first step, (ii) in
the hydrodynamic limit the sytsem reproduces the known hydrodynamic equations
leading to the reversibel terms given by Poisson brackets. In order to fulfill (i) the
stochastic forces - Gaussian distributed - have to obey Einstein relations. The Pois-
son brackets may be derived using certain symmetry groups inherent in the given
problem [20]. These symmetry group properties leading to the Poisson brackets are
equivalent to the symmetries considered to derive Ward identities. They play an
important role to find out the renormalization of the dynamic mode coupling and
lead to the dynamic scaling relations expressing the dynamical exponent z already

12



found by connecting the characteristic frequency above and below T, in systems
with a propagating mode in the condensed phase.

In the following I recapitulate the appendices of Ref. [13].

5.1 Static Functional

I will sketch only briefly the derivation of a static functional for pure liquids. The starting point
is a local equilibrium distribution function

Q(x)

1 _ dg
ioe = e b T (32)

with temperature T'(z), chemical potential u(x) and velocity v(x) as external fields. Q(z) is the
corresponding local thermodynamic potential

Qz) = e(z) + ex(x) = T(2)s(x) — p(x)p(r) — v(2)j’" () (33)

in which e(z) is the internal energy density and ey(x) = j’(x)?/2p(z) is the kinetic energy density.
Assuming that the densities are fluctuating about their thermodynamic average values, we can
write

e(r) = e+ le(x), ex(xz) = e + Deg(z)
s@) = s+As@),  p)=p+ Do),
i'(x) = 3+ A5 (x) . (34)

Additionally we allow small variations of the conjugated external fields.

T(@) = T+0T(),  p@)=p+ou),
v(z) = wv+dv(x). (35)

Inserting (34) and (35) in (33) the local thermodynamic potential can be splitted into three parts

- (0)
%T) = IS:B—T + H(x) — dH(x) . (36)

The first part represents the thermodynamic average and contains the Gibb’s free energy Q) =
e+ e, —Ts— pup—vj’. The second part involves the fluctuation contributions and is given by
1

H@) =407

(Ae(z) + DNeg(z) = T A s(x) — p A px) —v A j'(x)) . (37)

The third part are the first order contributions due to the external field variation.

e(z) + ex(x) — pp(x) — vj’(x) 6T(x)

SH(x) = T T
p(x)dp(z)  j'(z)dv(x)
+ T + T (38)

Inserting (36) into the local distribution function (32) and expanding in first order of the external
field variations, we get analogous to [14] for the correlation functions.

<wﬁhﬁ<§Ju, Ow%hﬁ(%DT, (39)
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(s pYe = kpT <g§,) = kpT <g;) (40)

From (39) and (40) one can see that the thermodynamic derivatives involve the chemical potential
u. Experimentally the pressure P is accessible and therefore for a comparison with experimental
measured quantities the local thermodynamic potential (36) has to be expressed in densities, which
correspond to external fields 7" and P instead of T" and u. This can be obtained by changing from
entropy density per volume s(z) to entropy density per mass o(z) = s(x)/p(z). The corresponding
fluctuations transform like

As(z)=pDo(x)+olp(x) . (41)
The correlation functions (39) and (40) change to
_ kT (0o Op
o)=L (55) o ekt (55) (42)
k:BT op B oo
(0 p)e = 5 (8_T) = pkpT (ap) (43)

Expanding the Hamiltonian (37) in powers of the fluctuations of the entropy per mass, the mass
density and the momentum density we get

360o(V Bo(@) + San(Lp(a))?

H = /dd aggAU( ))2—1—2

b gy Ao(e) A pla) + +5al (A5 >> (44)

b ue(Bo@)’ + %uawa( D+ 57 A pla) (Do)}
For dynamic calculations it is convenient to choose the entropy density fluctuations as order param-
eter. With regard to this we have expanded in (44) the entropy density fluctuations up to fourth
order, while the mass density and momentum density fluctuations, considered as secondary densi-
ties, only need to be expanded up to quadratic order, taking into account in the Hamiltonian all
terms relevant for the critical theory. The Gaussian part of (44) is non-diagonal and contains terms
which are not invariant against order parameter inversion. These terms proportional to Ap A o
and (Ac)? can be removed by introducing a shifted order parameter ¢o(x) and a transformed
secondary density go(z) like

bolx) = VNa(bolx) ~ (Do) (45)
w(@) = VFT | 0le) = (52 (Bole) =~ (Bota)] (46)

N4 has been introduced for convenience to obtain the appearance of the gas constant R instead
of the Boltzmann constant kp in the equations and parameter definitions. Introducing a rescaled
momentum density j = j, + j, = v/ Na A j', one ends up with the final expression for the static
functional

1= [t {57 8@ + 5 (Vo) + £ sito)

1 1
+ sagqy(z) + 5

2 2 lajj?(w)f }olq qo(:c)} , (47)

5y ao()d(@) + 3as33w) + 5

14



5.2 Dynamic Equations

Due to the critical slowing down the dynamics of critical phenomena is explicitly influenced mainly
by slow processes. The influence of variables which vary on short time scales may be considered
stochastically. Thus only projections of the dynamic variables into a subspace of slowly varying
variables need to be considered [15, 16]. Let v;(x,t) be a set of slow variables, then the corre-
sponding dynamic equations can be written as [17, 18, 19].

m(x t) 6H {¥(z,t)}

50, () + 0,(x,t) (48)

= Vi{e(x,t)} — ZAU

O;(x,t) are fluctuating forces which fulfill the Einstein relations
(O;(z,t) ©;(2',t")) = 2A;5(x)d(t — t')d(z — ') (49)

when Markovian processes are assumed. A;;(x) are the kinetic coefficients, which are constants
Aij(z) = Ay in the case of non conserved densities ¢(z,t) and are given by A;;(z) = —A;;V? in
the case of conserved densities. The reversible contributions V;{t¢(z,t)} of the dynamic equations
can be written as!

, 0Qij(x, t;a , o OH{Y(z,t
Vi{y(z,t) }—Z/ o' dt’ [W—Qm(%t;xﬁ)w : (50)

The quantities Q;;(x,t;2’,¢') are related to the Poisson brackets of the densities.
Qij(zat;xlatl) = kBT{wi(xvt)awj(zlatl)} . (51)

For simple liquids the slowly varying densities 1;(z) correspond to the volume densities s(x), p(x)
and 7' (z). Generalized Poisson brackets for hydrodynamic densities may be derived from infinites-
imal displacements [20]. The resulting Poisson brackets are

{7 (x,t),s(z", 1)} = s(z,t)V(x—a")ot—1t),
{d'(x, 1), p(a", 1)} = pla,t)Vo(x —2")o(t —1), (52)
Uk, 1), 5/, 1)} = [i(@,)Vid(z —2') — jip (', ) Vid(x — 2)]o(t — ') .

All other Poisson brackets are zero. The reversible terms (50) of the dynamic equations turn with
(52) to (we omit the explicit indication of space and time dependence in the following)

kBTV< ‘;f ) , (53)

—k;BTV( 5H) : (54)

P55

H H
—kgT SV(S— +p V(S

08 op

o0H ., 0H
—kgT iV — — .
p ;{j’“vc% Vi (%)

=
I I

S
|

!The presence of reversible terms lead to organized motion. One of the simlest examples to
imagine is the harmonic oscillator without damping, where the time derivative of the elongation
couples to the momentum and the time derivative of the momentum to the elongation. This
leads to an oscillatory motion. Similarily in magnets the reversible coupling leads to the Larmor
precession below T, in liquids to sound waves, in superfluid He (below T} ) to second sound.
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The matrix A;; is determined by the dissipation processes in hydrodynamics. For a liquid at rest
(v = 0) the hydrodynamic equation for the entropy density reads
0s (0)

TE =-Vgq, q=—kp' VT (56)

in which n(TO ) is the thermal conductivity in the background. Expanding the functional H in
(37) in powers of the fluctuations As(z), Ap(x) and Aj’(x), a comparison of the coefficients in
quadratic order with thermodynamic relations show that we can write V2T = kgT§H/§s. Thus
the hydrodynamic equation (56) can be written as

(57)

From the above equation it follows that in the dynamic equation (48) for the entropy density the
only non vanishing kinetic coefficient is Ass = —k:B/-@(TO )V2. With (53) we get

Js _ (0) 2 0H 0H
BN —k’BIiT \Y% 5 kpTV | s 55 + O, (58)

for the non linear entropy density equation. Due to mass conservation no dissipative contributions
appear in the dynamic equation for the mass density. With (54) we simply get

op 0H
i —kgTV (p W) . (59)

The conservation of mass is an exact relation, therefore Eq.(59) contains no stochastic force.
Linearizing the hydrodynamic equation for the momentum density in the velocity, the equation
reads

a3’

ot
¢ and 7 are the bulk viscosity and the shear viscosity in the noncritical background. Eq.(60)
may be separated in an equation for the longitudinal and transverse part of the momentum density
according to 3’ = j’; + j’; with V X 3/, =0 and Vj’, =0

~(0)
(¢ + %)V(Vv) + 7OV (60)

93"y
ot

N

T 7OV2v,; . (61)

4
= (4 37"V
From the kinetic energy in the static functional (37) it follows that the longitudinal and transverse
velocity in (61) can be written as v; = kgTdH/d3’; (i = I,t). With the reversible term (55) we
get for the nonlinear dynamic equation

a5’ 4 SH SH
93° 7o 4 2oy 8 g2 0H
o kpT(¢ +37 )Y 57 + kTn"™’V 55
0H 0H
— kT s VI 4 v
ds op
0H ., 0H
— kT [j,gvé—,, _vka'é—-,] +0; . (62)
% Tk Tk

Changing from entropy per volume to entropy per mass o(x) = s(x)/p(x), analogous to statics,
Eq.(58) turns into
do an(TO ) SH

_ ke Ge0H vy

Er: 3o 557 T (63)
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From (62) we get the corresponding equation for the momentum density

a5’ SH SH
ZJ _ T (O) O) 2 T (0 2
ot kg (C + 3 )V 57 / + ks \ 5 -/t
0H (5H
0H 0H
- kBTZ []kvé T V' ] +0, (64)

The equation for the mass density (59) remains unchanged. Egs.(59), (63) and (64) constitute a
set of nonlinear equations which describe the dynamics of fluctuations in liquids. The equations

Obo 2 6H o _,0H o 0H

ot V 5¢0 + LV 3% 9 (Vo) — 57 +06s, (65)
990 _ g
ot 5¢0 dqo 07

dj, o 5H o 0H o 5H
ot ] 340
o 0H SH
+ 9(1- v +qV—
( ){( ¢0)5¢ @0 (Jo}
o ) OH
- 9(1—’2’){2 {kaéj —Vkﬂé-j_,k:|}+®l ; (67)

k

93, 9 p0H o

g Atvgjigf{(wo)
0 0H 0H

- 97 i V— — Vij— + O, . 68

{zk:{]k Sjn ”m]} ! (68)

are obtained by introducing the fields ¢y and gy from (45) and (46) and by splitting the momentum
density equation into a longitudinal and transverse part.

5.3 Dynamic Functional

In order to calculate the dynamic correlation functions in a perturbation expansion we need a
generating dynamic functional. Considering the dynamic equations (65) to (68), we write the
equations which contain stochastic forces in a short notation

. . g . 60
Hd=V+6 with a=| 4 |, 6= @ |. (69)
Jt ©;

The vector V contains the rest of Eqs.(63) and (64). The fluctuating forces © fulfill Einstein
relations (Gaussian distributed stochastic force with correlation given by the coefficient matrix

—(ch/-@(To)/pQ)V2 0 0
L'= 0 —kpT (¢ + 37(0)V? 0 : (70)
0 0 —kpT7OV?
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Additionally we have the exact continuity equation (59) in the short form
dhp ="V, (71)

which may be considered as a constraint for the generating functional. The stochastic forces
fluctuate in such a way that (71) always is fulfilled. Thus the generating functional (Onsager-
Machlup functional) can be written as

Zg= / D(6) D(F) 6(F) exp [—i / dt dx éTL’_lé} (72)

where F' = 0;p — V,. D refers to a suitable integration measure. Inserting (69) and changing the
integration variables leads to

Zi = [ D@.p)s0p-v) (73)

x exp{fi/dt/dz([@t&—V’]TL’*l[at&,ﬁ]JrQZ Vi +2%)} .

The Delta function may be expressed by an exponential function

5(p—V,) = /D(z‘ﬁ) exp [f /daz/dt 5(0ep — vp)} . (74)

Introducing auxiliary fields i@ and performing a Gaussian transformation (73) turns into

Zi= [ D@.p.id.ipe (75)

with the Janssen-DeDominicis functional

/dt/dm(—a L'G+& (0nd V) + j(0p — V) 2ZM ) (76)

Introducing the order parameter (45) and the secondary density (46) in (76) the dynamic functional

reads
2T = 2T o 4
J/dt/dx(ﬂ Li+j @F-7)+ Z(w> (77)

where the densities are 6T (¢0,90,7;,3;) and L is the coefficient matrix

o o
—T'V2 —LyV? 0 0
o o
— Lo V2 — 2\ V2 0 0
Lyl=| ~1° A . . (78)
0 0 -\ V2 0
0 0 0 -V

The conjugated densities § are defined accordingly. An explicit expression for (77) is obtained by
inserting the dynamic equations (65)-(68). The Fourier transformed Gaussian part can be written

(o)zl 3T (k. w =T DT (5w @:(*k,*w)
10 =3 [ #0005 ker: )<B(k,w) - (79)

g—:. The elements of the matrix T'®)(k, w) are the
dynamic vertex functions in lowest order perturbation theory. They are explicitly given by

0 —iwl + L(k)
I‘(O)(k,w) = ( z‘lerLT(k) —2A(k) ) 0

The integration is defined as fk w =

18



where 1 denotes the unit matrix and the superscript T the adjoint matrix. In the present case the
submatrices are

D K22 +k2) Lo k(P +k2) —ik Gihy O

ay Lo k2 ay X\ k2 ikay, ¢ 0
L(k’) == q d) a o oq I (81)
0 ikaj c Qj Al k2 0
0 0 0 a; ())\t k?
Pk Lk 0 0
Iok? XE2 0 0
/\(k) = ¢ o (82)
0 0 NKE 0
0 0 0 k2

The interaction terms in the Hamiltonian (47) and the mode coupling terms in the dynamic
equation modify the matrix (80) and may be calculated in a perturbation expansion. The dynamic
two point vertex function are given by

['(k,w) =Tk w) - S(k,w) (83)

where 3(k,w) contains 1-irreducible diagrams with two external legs. The matrix I'(k,w) of the
vertex functions has the structure

_ [0] [T 5] (k@)
T(k,w) = ( Cas) (k) [T ] (k) (84)
with the submatrix o o °
Lyg Tea Ty O
I Eqé I;q‘f Eqi 0 (85)
Flé Fl‘i qu 0
0 0 0 Ty

The submatrices [I',5] and [Ty B] are defined accordingly. Then the propagators of the model are

determined by inverting (80). In the limit ¢— 00 the propagators of order (8)0 are identical the
known model H propagators. One gets the response propagators

<¢O(ka w) ¢0(_k7 _w)>0
(Ge(k,w0) @ Gy (—k, —w))o
and the correlation propagators

<¢0(k7 w) QSO(*ka 7w)>0

(J:(k,w) @3, (=, =w))o

1
% : (86)
—iw—+ T k2(T +k2?)
1
—— 1, (87)
—iw + a; A\ k?
21 k2
= o " PR (88)
‘ —iw+ T k2(T —|—k:2)‘
2 X k2
At (89)

‘finraj;\th
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In the extended model additional propagators of order (g)f1 arise, which contribute in the limit
¢— 00 with vertices of order ¢ to the vertex functions, they read

Lo k
_ Lo , (90)

(Go(k,w) Fy(—k,—w))o o
ic ( —iw+ T k2(7T +k2))

(k) do(—k—w))g = —— Lo TR , (1)
iaj c ( —dw+ T k2(T +k2))

ok, w) $(—k,—w))o = ——— Ttha , (92)
iaq C ( —iw+ T k23(7T +k2))
. k
<q0(kvw) jl(*kv *w)>0 = iaq g 12 ) (93)
k
) (k,w) Go(—k, —w = > , 94
(J1(k,w) Go( o - (94)

21 k2 Gih
(¢o(k,w) qo(—k,—w))o = - " l qo 3 (95)
ag € ‘ —iw—+ T k2(T —|—k:2)}

. 2 E, kw
(o(k,w) ji(—k, —w))o = —— . (96)
aj ¢ ’ —iw+ T k2(T +k2)‘

The steps presented here followed quite closely the Lagrangian theory developed
by Bausch, Janssen and Wagner 1976 [21].

5.4 Renormalization

We are now in the position to perform the calculation of the relevant vertex functions.
It turns out that these functions have singularities and within the concept of RG
theory these singularities are put into renormalization constants [21].

From the renormalization constants one finds the (-functions and these lead to
[-functions being zero at fixed points. Let us write

L) (o7)

where we consider f as the set of all renormalizing model parameters. This equation
can be obtained by different methods. Here we have chosen the field theoretic
approach. Another method is Wilson’s ”shell integration” generalized to dynamics
(solving perturbationaly the equation of motion of the shell variables. See [22].)
Usually for ¢ going to zero the flow comes to rest (then the left hand side and the
right hand side of Eq. 97, the S-function is zero?) and the parameters f reach

2There may (i) be several regions attracted to different fixed points, each having his region
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model (-functions amplitude functions
A De Dominicis, Brezin, Zinn-Justin 1975 [24]
B trivial
C Brezin, De Dominicis 1975 [25] corrected by
Folk, Moser 2002 [26]

E Dohm 1978 [30] Dohm 1978 [30], 1979 [31]
F Dohm 1991 [27] corrected by
Folk, Moser 2002 [29] Dohm 1985 [28]
B Dohm, Folk 1983 [32]
F’ Folk, Moser 2002 [29] new
G Folk, Moser unpublished, new

H DeDominicis, Peliti 1978 [33] corrected by
Adzhemyan et al. 1999 [34]

H’ 1-loop Folk, Moser 1995 [35]
J 1-loop Dohm 1976 [36]
SSS DeDominicis 1978 [33]

Table 1: References to the papers where results of field theoretic dynamical RG
calculations are presented. A lot of results had to be corrected. The recognition of
general structures of the perturbation theory turned out to be of help checking the
results for the (-function (especially for model C, F, F” and G). This list of papers
replaces specific references within this review to the results of these papers.

some values called fixed point values f*. The region where this happens is called
the asymptotic region. Inserting fixed point values into the (-functions leads to the
universal values of the critical exponents. The physical expressions calculated from
vertex functions are functions of the model parameters and choosing the fixed point
values for them lead to universal amplitude ratios.

One sees there is more to calculate than the fixed points. It is already clear that
one is also interested in the flow properties of the parameters described by the flow
equations given by the [ functions. Effective exponent and amplitude ratios can
then be calculated and compared with experiment. Beside the renormalization the
calculation of the amplitude functions is important. An overview on the status of
the field theoretic calculations is given in Tab. 1

of attraction. (ii) These regions might be zero, then the fixed point is called unstable. However
the unstable fixed point may first attract the flow but finally repells the flow. This leads to the
phenomenon of crossover between different types of critical behavior
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6 Renormalization and the dynamical exponent z

An important point in the theoretical calculations is the structure of perturbation
theory. It turns out that a reduction of graphical contributions is reached by in-
troducing the T,-shift and the correlations length (note that the correlation length
does not renormalize) within the perturbational expansion. This is already know
from statics [23].

6.1 Structure and renormalization

More important for dynamics is to recognize that the OP vertex function can be
written as

) o (st) o Q(d)
r é (ga kaw) = W Q¢>¢~> (57 k?,bd)+ Fqﬁqﬁ (ga k) I k¢ F¢>¢~> (57 kaw) (98)

In this way a seperation of genuine dynamic and static parts has taken place. The
renormalization follows the usual lines where the following Z-factors have to be
introduced

o (st)

1/2 —1/2 1 (st) o
D= 2,220 Doy =218 Pz (99)
and
o 0@ d) wd)
Qg5= Za, 85 LTog=2p Tyg (100)

The renormalized vertex function leads to certain relations for the corresponding
(-functions defined as logarithmic derivatives of the Z-factors.

U5 = —iwZ? 2720, Q5+ 2,222 2050 20k 20 T (101)

¢ — 0 PP

since the poles are completely removed in both parts. Taking the (-functions at the
stable fixed point

—Ca,; = §C¢ + QCQ; Cp—Cr — p¢ §C¢ + QCQ; (102)

it follows
cp——cp + <¢——<¢ CF +¢o,, TG (103)

This alows one to express the (-function for the OP Onsager coefficient by the
(-functions of the two dynamical parts §2,; and F
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6.2 Calculating the dynamical exponent

The characteristic frequency of the OP susceptibility at 7, is given by a power law
and defines the dynamical exponent z

we(Te, k) = AK? (104)
On the other hand a characteristic frequency is given by
we =T(OK*™ 1 =&k (105)
and the asymptotic solution of the flow equation for I'. This is given by
[(0) ~ ¢ (106)
and taking everything together one finds the dynamical exponent given by
Zp = a+ 2+ (f (107)
Inserting for ¢ the relation found from the vertex function structure one obtains

_ * * (d)*
Zg=2+a+(+ g%_b — g’% (108)

For a conserved density coupled to the OP one always has (5__ = 0 and therefore
the corresponding dynamical exponent
2 =2+ — G (109)

where a similar structure as for the OP of the dynamical vertex function holds.
Strong dynamical scaling states that z, = 2,.

From statics it is already known that

== Ca= (110)

6.2.1 Models without mode coupling terms

In the relaxational model (a = 0)

(d)*
{ 0 111
L% ( )

as in all following models in this subsection and z is written

2p =2—cn (112)
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where c is calculated from ng.

When the OP is conserved as in model B (a = 2) also

¢ .=0 (113)

bé

showing the absence of a genuine dynamic renormalization and

zp=4—n (114)

A more complicated situation is in model C (a = 0) where a non conserved OP
is coupled in the static functional to a conserved density (energy). Let us assume
that the specific heat is diverging and strong scaling holds. For the OP we have

D —q 115
Tss (115)
and the fixed point value of time ratio w = I'/\ is finite and nonzero according to
the assumption

0=Bu=w'((+C, —C)  —n+G, =G (116)

The secondary density is conserved and the genuine dynamic (-functions are zero
as in model B. Thus o
26 =24+ — =2, (117)
v

There may be another fixed point, the weak scaling fixed point, stable. For this
fixed point (weak scaling fixed point) w* =0 and z4 =2 — ¢y and z, = 2+ o/v.

6.2.2 Models with mode coupling terms

Ward identities play an important role in critical dynamics since the symmetry
properties on which they base determine the Poisson brackets. Moreover since the
structure of the renormalized models has the same structure of the unrenormalized
model the poisson brackets can be used to find the renormalization factor Z, of
the mode coupling gy (of course the mode couplings have naive dimensions which
determine the upper dynamical critical dimension above which the mode couplings
are irrelevant).

Ward identities make use of symmetries in dimensional space (translation, rota-
tion etc) or in OP-space (rotation etc). Let us discuss an example from statics and
consider rotation of the OP in the OP-space (n = 2). The rotation matrix R may

be written
1l —«
R = < 0 1 ) (118)
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The invarianze of the partition function
Z(RH) = Z(H) (119)
leads to the Ward identity (the terms proportional to o should be zero)

A A
Hl(s——H 0

i 12
S H, 20 H, 0 (120)

Similar relation can be derived for vertex functions via Legendre Transformations.
From these equations which holds also for the renormalized quantities relations
between the Z-factors (the (-functions) can bederived. Just to mention another
example is the gauge transformation in supeconductors which leads to an expression
of the renormalization of the coupling to the gauge field.

Now coming back to dynamics the important observation for model E, F, G, J is
that the second conserved density M (besides the conserved or non conserved OP)
is the generator of rotations in OP-space. This is reflected by the Poisson bracket
(and the renormalized version) between the OP= ¢ and M

{¢, M} = go M = ¢ for model J (121)
This leads to the relation

Zy = Zﬁz =1 and for model J Z, = Zdl)/2 (122)

In the case of model H the Galilean invariance is used to calculate the Poisson
bracket and the OP and the mass current, which is the generator of movements.
This leads to Z,=1

Knowing the renormalization of the mode coupling ¢ and its naive dimension
(easily seen in comparing terms in the Lagrangian) we find additional relations by
the conditions of finite fixed point values for the time ratio w and the mode coupling

f.
In model E (a = 0, specific heat finite, strong scaling) with w =TI/

0=fu=w (G + G, — G+ (123)
and f = g/\/ﬁ
0=y = o f (4= d =G5 — G+ + () (124)
this leads to
G+ G, — G = 4%1 (125)
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and to p
24 = 3 (126)

in spatial dimension d. The same value of the dynamical critical exponent may be
derived in model G.

In model H (a = 2) the OP and the secondary density scale differently, both are
densities of conserved quantities. Defining the mode coupling as f = g/+/I'\; from
its finite fixed point value follows

1 * * * *
0= =5/ (4 =d+ G+ + ¢ (127)

This leads to a relation between the two dynamical exponents - for the two kinetic
coefficients, shear viscosity and thermal conductivity In d = 3 it reads

d)* d)*
GG =11 (128)

Thus z has to be calculated explicitely from one dynamic (-function.

In Model J (a = 2, OP conserved) the finite fixed point value of the mode
coupling f = g/T" leads to

0=0r=1f (—2 + 56— FM) (129)
and 6_d
* * . Ed)* _ DT s
Cp+ CQM; <F¢><£ 5 Co (130)
and the dynamic critical exponent
2+d-—
2 = % (131)

Note that in all cases the naive dimension of the mode coupling g is (4 —d)/2 except
model J where it is (6 — d)/2. Thus the static upper borderline dimension for the
irrevelance of the static coupling u is different from that for the irrelevance of the
mode coupling g in model J.

7 Comparison with experiment

7.1 General procedure

Since we are not only interested in the asymptotic region where the coupling pa-
rameters of the model (static and dynamic) as well as the time scale ratios take on
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Figure 7: (a) Comparison of the matching condition at zero frequency for different
fluids and (b) comparison at zero wave vector of asymptotic matching lines (dotted
curves) with non-asymptotic lines in one fluid. The dashed frame gives the region
where sound experiments are made.

their fixed point values the comparison with experiment involves the flow equations
describing the change of the model parameters mentioned. The general form of these
equations are e.g. for the fluid without coupling to the sound mode (model H in one
loop order)

ar- 3.,

(o = — L), (132)
df, 1 19 ,

o7 = =) (133)

In order to get the dependence of the parameters on the physical quantities as
the relative temperature distance from the phase transition temperature (or on
the correlation length), the wave vector and the frequency we have to connect the
arbitrary flow parameter ¢ to these variables. This is achieved by formulating a
suitable matching condition usually found by the condition that certain logarithmic
terms in the calculated vertex functions are zero. This also guarantees that the
vertex functions are finite in all the limits one may consider. E.g. for fluids one has
for the cases where one calculates vertex functions at zero frequency or zero wave
vector (see Fig. 7)

r? = <%>2+(§0k)2 or (134)

8 _ &o ° 2w ?
£ = <£<t,Ap>> *(rw)) (135)

respectively. Note that the matching condition contains non universal parameters
like &y or remain implicite equations for £ as in the second case and need the solution
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of the flow equations.

7.2 Fluids: The linewidth in light scattering
7.2.1 Theoretical result in one loop order

Calculating the dynamic susceptibility in one loop order leads to a Lorentzian shape
function (this is not quite understood, since one would expect a one loop correction
which is absent)

st ka 2
Xagn (k. €, ) = ic((ké)) s vl (136)

and a half width at half heigth

()
16

wo(k, &) =T(O) (€2 + k) {1 - =546 (k€)™ In(1 + (k:g)?)}} (137)

The flow parameter £ has to be replaced by the matching condition and the func-
tions of the mode coupling f(¢) and I'(¢) have to replaced by the solutions of the

corresponding flow equations. This can be done analytically in one loop order to
give

2 1—2})\/2
wulk, 7) = Ty k° <1 e ) ena(k, 2)7 F (K, ) (138)
x
k1422 . [ 18
Cna(kax) =1+ k_O 72 f - 1_9 Iy = 19 (139)
fk,x)=1-— _” {—5 + 6272 In(1 + xz)} (140)
’ 16 cpa(k, x)
19 f36\"™ 1 24 €o

= I,,=0y|—=—"= = —1) = 141
T kg(t> as 0 (24 é—o ) kO 19f02 go ( )

We are now in the position to discuss all the different limits of this expression: the
asymptotic, the non-asymptotic limit and within these limits the crossover from the
hydrodynamic to the critical region.

7.2.2 Limiting behavior

Depending on the region in the £~'-k-plane (see Fig. 5) where one performs an
experiment one may simplify the expression for the characteristic frequency.
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Figure 8: (a) Asymptotic (dashed) and non asymptotic expressions (full) calculated
in e-expansion. fy is parameter, I'g taken from the shear viscosity. (b) 'Mountain’
of mode coupling f. The black region is the experimental region and it is seen that
f is differnt from the fixed point value (the plateau) in most of the region.

In the asymptotic region the mode coupling asumes its fixed point value thus
fo — f*=1/24/19 that means ky — oo. Thus starting from the beginning with the
fixed point value we have

2\ 1—zx/2
ke 2) = To kM (ko f0) (1 o ) (k) (142)
with "
flk,z)=1- €6 {—5 + 6272 In(1 + xz)} (143)

In the ’opposite’ (background) limit the mode coupling goes to zero fy — 0 that
means ko — 0 and f(k,xz) — 1 and the Van Hove scaling function is recovered

we(k,x) = To k* (% - 1) (144)

In the hydrodynamic limit (asymptotic or non asymptotic) (k& — 0) the char-
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acteristic frequency depends quadratic on the wave vector

we(k, &) =T k2§—2+w1+im 1—“’0*21+i_1 (145)
o - Eko 16 Eko

the temperature dependence shows the crossover from the Van Hove behavior D ~
€72 to the asymptotic behavior D ~ £+,

In the critical limit (k§ — oo, z =4 — x)) we find

T % -1
wu(k) =T k? [1+ /ﬂ {1+ 5{62 lHkﬁo] } (146)

Again a crossover from the asymptotic regime (D ~ k*) to the van Hove regime
(D ~ k*) at larger values of k takes place.

In Fig. 8a we compare our result with experiments in Xenon. The crossover
from the non asymptotic regime (solid curve) to the asymptotic regime (dashed
curves asymptotic result fo = f*) is seen. This is more explicite shown in Fig. 8b
where we have plotted the value of the mode coupling as function of wave vector
and temperature. The black region is the region of the experiments. The plot is
obtained from the solution of the flow equations with the initial conditions found
in the comparison with the experiment in Xe, using the matching condition and for
the correlation length & = §yt7".

7.2.3 Remarks on the shear viscosity

A similar analysis at £k = 0 but w # 0 has been performed for the shear viscosity
leading to the solid curves in Fig. 1. The experiments on earth take into account
gravity and demonstrate for Xe (Fig. 1a) that the effect of frequency dependence
is superimposed by the gravity effect. It should however be noted that agreement
with the frequency dependence in microgravitiy can only be reached by adjusting
the frequency scale by a parameter A # 1. This parameter is introduced to simulate
the effects of two loop order terms. Such a two loop calculation has not been done
so far. The density dependence which is used in the calculation of gravity effects is
well represented by the results of RG theory (Fig. 1b).

7.3 Ferromagnets: The shape function

The complete scattering function in the asymptotic region for the ferromagnet in one
loop order has been calculated but with another method than field theory [37]. The
expression allows to discuss the already mentioned shape crossover between the hy-

drodynamic and critical region. The comparison at 7, demonstrates agreement with
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the critical shape (see the solid lines in Fig. 3). This shape may be approximated
by (such a form has been suggested earlier in [38]

1

F(y,00) =R
( ) iy + (a + iby)

(147)

z—4
z

where the parameters a = 1.51 and b = 0.89 are determined by RG theory.

The peak position in the constant energy scans depend on the shape and the
change in this position when crossing over from the critical to the hydrodynamic
regime. Satisfactory agreement in Ni [39] has been reached by changing the pa-
rameters in the complete result [37]. The decay of the shape function was also
measured (in a region 100 times large than the half width) and a decay exponent of
2.3 (prediction of RG 2.6) was found.

The comparison of predictions of RG theory is complicated by the fact that be-
sides the Heisenberg interaction in most cases also dipolar forces are present. This
complicates the analysis since the dipolar critical behavior is the asymptotic be-
havior and one may observe crossover behavior. This makes important computer
simulations which simulate 'ideal’ Heisenberg ferromagnets, however other prob-
lems arise like finite size scaling and time problems due to critical slowing down.
Nevertheless for some aspects agreement with RG theory has been found in [40].

7.4 Superfluid Transition: The thermal conductivity

0,45 —rrrrmm—rrrr T T T T T T
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0:40 T 07 % 28.00bar 9
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Figure 9: (a) Amplitude ratio for the themal conductivity in *He at saturated va-
por pressure and (b) higher pressures and fits with theory containing dynamical
background values as parameters

Within model F one needs for a comparison with experiment the theoretical
expression for the amplitude function of the thermal conductivity and the flow
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equations for the coupling parameters of the model. The most difficult quantity
to calculate is the (-function of the OP kinetic coefficient I'. This has been achieved
recently

2 1 2 1
(r = ]—"2+% (Lo + a1y — 5) — gu}"a — 5}"26 (148)
2
1
O=9"- o (1 + 5%[62]) (149)

where F = C —i&, C = /7% 7, € = m,F:FHLiF”,w:F/)\,F:

g/, f = F?/w' and the other quantities not mentioned are functions of F' and w.
With this result we have reanalyzed the effective amplitude (M are the toop loop
contributions).

2y/mfw (14 42Fy (u))

Parameters in the fits of the effective amplitude (see Fig. 9) are the background
values of f and w. The main result of the correction of the earlier result for (r is the
background value found for the imaginary part w”. This value was predicted [41]
to be (unrenormalized) wj = 0.21 at SVP and the renormalized background value
found is w” = 0.3 instead of w” = 0.8 found earlier [27].

Riff _

(150)

The reason for the dominance of the non asymptotic behavior lies in the cir-
cumstance that the dynamical fixed point (w*, f*) lies near a stability border line
where the scaling fixed point (w'x # 0, w™ =0, f* # 0, 2, = z,) changes stability
with the non scaling fixed point (w™ =0, w”™* =0, f* # 0 24 # 2,) and W' appears
in the denominator of Rif T Near a stability border line the at least one transient
exponent goes to zero and the value of w’* ~ 0. It turns out that it depends on the
fixed point value u* which of the dynamic fixed points is stable, but this is only of
little relevanz in the physical accessible region.
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