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Amnoraniss. Mu 06roBOpIOEMO BILIUB 30BHIMMTHBOTO €JIEKTPUIHOTO TIOJIsT
Ha 3MOYYBaHHs TBEPJIOI MOBEPXHi piguHot0. [Ij15 IIHOTO MU BUKOPUCTOBY-
€MO MOJIeJIb IJINHY JBOPIBHEBUX ATOMIB, y AKiil 3MiHA Mi?KATOMHUX B3a-
€MO/Iiif Yepe3 NPUCYTHICTH MOJIA MOXKe OyTH 3HafieHa 3 BUKOPUCTAHHAM
KBAHTOBOMEXaHIIHOI Teopil 30ypenb. KoHcTpytoioun OyHKITIOHA BEJIHU-
KOT'0 TEePMOJUHAMITHOIO ITOTEHIAJIY, MU BUKOHYEMO CTAaH/IAPTHI 00UnC-
JIEHHsI PIBHOBaXKHOTO KyTa 3MouyBanHs FHOHra. BBiMKHEHHST esleKTpud-
Horo 1o |E| > 0 Moxke moMiTHO 36inbIIUTH KyT 3MOYyBaHH: 6.

Wetting in the presence of the electric field: The classical den-
sity functional theory study for a model system

V.M. Myhal, O.V. Derzhko

Abstract. We discuss the effect of an external electric field on the wet-
ting of a solid surface by liquid. To this end, we use a model of the
two-level-atom fluid for which the changes in interatomic interactions
due to the presence of the field can be found using quantum-mechanical
perturbation theory. Constructing the grand potential functional, we per-
form the standard calculations of Young’s equilibrium contact angle. The
switching on of the electric field |E| > 0 may increase noticeably the con-
tact angle 6.
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1. Introductory remarks

Wetting of solid surfaces by liquids is important both from fundamen-
tal and practical points of view [IH4]. Liquid wets a solid surface, if the
Young equilibrium contact angle 6 (i.e., the angle between the surface
of the liquid and the outline of the contact solid surface at thermody-
namic equilibrium) vanishes, i.e., § — 0°. The surface is nonwetted for
any 6 > 0° and it becomes completely dry for § — 180°. The contact
angle may vary under the change of external parameters. If 6 while in-
creasing crosses the value 90°, the change from hydrophilicity (6 < 90°)
to hydrophobicity (6 > 90°) occurs.

An interesting problem in the theory of inhomogeneous fluids is to
examine a dependence of 6 on external parameters starting from a mi-
croscopic picture within the frames of which one can follow how external
influences modify interparticle interactions. The classical density func-
tional method [BHII] provides such a possibility since it allows to cal-
culate the properties of a nonuniform fluid on the basis of interparticle
interactions.

It is well known that an external electric field is a simple and ef-
fective way to change wetting properties. The most drastic changes in
the presence of the electric field occur for ionic or polar liquids (see, for
example, Refs. [I2HI5]). However, even in the case of noble liquids the
electric field can affect the macroscopic properties via coupling to the
transition electric dipole moment of atoms.

In the present paper, we intend to follow starting from the micro-
scopic level how an external electric field affects the Young equilibrium
contact angle for a fluid of atoms. To this end, we consider a simple model
of two-level-atom fluid in which the interatomic interactions are changed
because of the presence of the field. Furthermore, within the frames of
the classical density functional theory approach we calculate the contact
angle 6 which depends on the value of the electric field strength |E|.
We show that while the value of the electric field strength increases, the
contact angle may increase and cross 90°. In other words, an increase of
the field may lead to hydrophobicity.

The outline of the paper is as follows. First, we justify the choice of
a grand potential functional which depends on an external electric field.
Then we report some results for the bulk properties of the system, as well
as for the density profiles for two-phase cases: liquid — vapor, substrate
(solid wall) — liquid, and substrate — vapor. Knowing the grand potential
allows us to find the surface tensions, and then, via the Young equation,
to obtain the required contact angle #. Our main results are shown in
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Figure 1. Dependence of the contact angle 6 on the temperature 7/7.(0).
7c(0) denotes the dimensionless critical temperature at E = 0, ie.,
7.(0) = T.(E = 0)/(E1 — Ey). The lower curve (with squares) corre-
sponds to £ = 0, the upper curve (with circles) corresponds to & = 0.2;
& = |E|r3/|p| is the dimensionless value of the electric field strength. For
further explanations see the main text.

Figs.Mand Bl From these plots one can see that an increase of the value
of the electric field strength |E| increases the wetting temperature Ty,
(i.e., the temperature T, for which the contact angle 6 vanishes), see
Fig. [ increases the contact angle 6 at fixed temperature, see Fig. Bl
may replace wetting by partial wetting, see Figs. [l @l and may lead to
a changeover from hydrophilicity to hydrophobicity, see Figs. [ Bl

2. Interatomic interactions and the grand potential
functional

In order to follow how the electric field affects the contact angle we have
to begin with writing down the interaction energy of neutral atoms with a
time-independent spatially uniform electric field. This might be a puzzle
since the atoms have no permanent electric dipole moment. Therefore, we
start from the first principles to show how the electric field modifies the
interatomic interactions. To be free of secondary complications, we shall
consider a simple model of a two-level-atom fluid. We assume that the
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Figure 2. Dependence of the contact angle § on & = |E|r3/|p| at dif-
ferent temperatures 7 = T/(Ey — Ep): 0.67.(0) ~ 0.001179 (curve 1
with squares), 0.77.(0) ~ 0.001376 (curve 2 with circles), 0.87.(0) =
0.001 572 (curve 3 with up-triangles), 0.97.(0) ~ 0.001 769 (curve 4 with
down-triangles), 0.957.(0) &~ 0.001867 (curve 5 with diamonds), and
0.957 47.(0) ~ 0.001 881 (curve 6 with left-triangles). For further expla-
nations see the main text.

energy of excitation of the atom is F; — Ej, the atom does not have the
electric dipole moment in the ground state or in the excited state, and the
transition electric dipole moment between the ground and excited states
is p. We are interested in how the electric field E modifies the long-range
interatomic interactions, while the short-range interactions are described
by introducing the atom radius ro = 0/2. After switching on the electric
field |E| > 0, one can calculate within the framework of the quantum-
mechanical perturbation theory with respect to the interaction with the
field the second-order results for the energy of a single atom, En—1, or of
a group of two atoms at (a sufficiently large) distance R = |Ria|, En=2,
see Appendix and Ref. [16]. We find

72
En—1 :EO—Zl(El—Eo)—i—...,
En—2 =2LEy

o? 24 ~2 302
_<$+% 472 <1+ 212> _7”20”2) (B = Fo) ..
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2

(B~ Bo) = 2p|Blxi, ons(Br - Bo) = Blan, ()
where x; and @15 are well known functions which depend on p;/|p| and
E/|E| or on p1/|p|, p2/|p|, and Ri2/|R12|, see Appendix and Ref. [16].
En—1 and En—o given in Eq. () are the only results one must know
in order to find the second virial coefficient of the fluid. The statistical-
mechanical average contains also the averages over orientations of p;
(and therefore no preferential direction created by the field is expected).
Bearing in mind that we are interested in the lowest term in |E| only,
the orientational averages can be done using a cumulant expansion. After
straightforward but cumbersome calculations (for details see Appendix)
we find the second virial coefficient of the two-level-atom fluid [16]:

3a(|E|)o”
2
By(T, |E|) = 4v 271'/0 dRR (exp( 5 5 1

N a(|E|)
~ 4u T
_2r 2|p*|E[? Ip|*
«IEl) = <1 Y E—E)? ) (B - Ey)o®
= M (1+ 2N2g2) i (2)

48

Here v = 7103 /6, X = |p|?/(r3(E1 — Ejp)) is the dimensionless parameter
which characterizes the two-level atom (in what follows we set X = 1 for
convenience), £ = |E|r3/|p| is the dimensionless value of the electric field
strength. For |E| = 0 one immediately recognizes in Eq. (2)) the contri-
bution of van der Waals interactions to the second virial coefficient. For
|E| > 0 the interaction constant of van der Waals interactions increases in
accordance with the rescaling a(E = 0) — a(|E|) = a(E = 0)(1+2R82£2).

Equation (2)) allows us to construct an extrapolated equation of state
which already contains the liquid-vapor phase transition, and to find the
corresponding Helmholtz free energy and the grand potential, as well as
to extend the latter findings to a nonuniform case, see reviews [5HIT] and
recent density functional theory studies of wetting [I7HI9]. We will start
from the following grand potential functional:

Qlp(r)] = Falp(r)] + Fie[p(r)] + /drlp(rl)(V(rl) — ),

Fylp(r)] = /drlp(rl) (In (A%p(r1))
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—1+ 6vp(ry) — 41}202(1'1))
(1 —vp(r1))® ’

_27T|I'1 — I‘2|6

Rlp] =5 [ andrapteone) ( ®)

which accounts for the short-range repulsion Fy,[p(r)] of hard-core spher-
es having the diameter o and the long-range attraction Fi,[p(r)], which
depends on the external electric field. Moreover, V(r) is the external
potential and p is the chemical potential. For Fy [p(r)] we use the local
density approximation which would yield the Carnahan-Starling equa-
tion of state in the uniform limit, see Appendix. For F},[p(r)] we use the
mean-field approximation. Such approximations completely neglect the
local correlation structure around an atom and more refined treatments
are known for both contributions, of the short-range repulsion [9)[10] and
of the long-range attraction [20,21I]. Nevertheless, the adopted treatment
is suitable for the purposes of the present study and more sophisticated
approximations go beyond the scope of the present paper.

In what follows we also need to know the explicit form for the external
potential V' (r) which describes the interaction between the solid wall
(substrate) and the atoms of fluid. We assume that the solid wall, say,
for z < 0 is formed with uniformly distributed two-level atoms with
the density ps, which interact with the fluid two-level atoms via the
same potential as in the fluid (see, e.g., Ref. [22]). The long-range (i.e.,
z > o) contribution of the semi-infinite planar solid wall to Vi(z,y, z) =

Vs(2) is calculated by integrating the long-range interatomic interaction
—3a(|E|)o?® /(27 R%) (cf. Eq. @)

[eS) oo 0
Vi(2) :ps/ d:v'/ dy'/ dz’

y (_ 3a(|E|)o? )
6
2my/(w =22+ (y — y)2 + (2 — 2)?
psa([E|)o® 1

R )

In what follows we assume 77, = psv = 1 for convenience. Moreover, we
set Vs(z) = oo for 0 < z < 0. Clearly, we have assumed that all three
phases are influenced by the electric field. Such a case is also experi-
mentally realizable, see Ref. [15], where the used experimental setup was
designed in such a way that the electric field was applied to all three
interfaces.
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The following remark about the elaborated theory is in order here.
As can be seen from the consideration above, the electric field enters
the theory only through the increase of the van der Waals interactions
constant which is simply multiplied by 1 4+ 2X2£2. This means that the
electric field may be eliminated from the theory after introducing an
appropriate energy unit. For example, after introducing the critical tem-
perature T.(|E|) as the energy unit all dimensionless quantities should
be already independent of the field. Calculations reported in the next
section confirm this observation. Of course, this feature would be not
present in more advanced consideration of the electric field.

The equation for the equilibrium density p(r) is given by
0Qp(r)]/op(r) = 0 |[BHII]. Substituting its solution into Eq. @) we get
the value of the grand potential of the nonuniform system under consid-
eration Q(7T, u, V). Here V is the volume of the system [5HIT].

3. Bulk and surface properties

Considering on the basis of Eq. @B) with V(r) = 0 the bulk properties,
when p(r) = p, we find the critical density 1. ~ 0.13044, the critical
temperature 7.(€) ~ 0.001965 18N%(1 4 282€2), and the critical pres-
sure 7.(£) ~ 0.000 092 028%(1 + 282E2) of the fluid at hand; here we
have introduced the dimensionless variables n = pv, 7 = T/(Ey — Ep),
7w =pv/(E1 — Ey), see Ref. [16]. Within the adopted approach, the crit-
ical density is independent of the field but the critical temperature and
the critical pressure increase by the factor 1 + 282£2. At temperatures
below the critical temperature T, the fluid can be in the form of two
coexisting phases (liquid and vapor). In what follows we consider just
such temperatures T' < T¢.

Let us explain how to get the contact angle . First we calculate the
liquid — vapor surface tension ~;,. To this end, we consider a nonuniform
fluid at T' < T, in the form of two phases in equilibrium with the planar
interface. For computation purposes, it is useful to assume that the fluid
is within the cylindric vessel of the radius R — oo and the height L,
direct the z axis of the coordinate system along the cylinder axis, and
take the origin of the coordinate system in the middle of the height.
Moreover, we know the pressure p(T') and the chemical potential p(7T)
of the two-phase system at hand. We put V(z) = 0, but seek for the
solution for the equilibrium density p(z) which depends on the height
z. The solution for the density profile p(z) gives the value of the grand
potential of the two-phase fluid in the cylinder Q(T, u(T), 7R?L). The
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surface tension follows from the relation
Yo(T) = (AT, w(T), 7R*L) + p(T)xR*L) /(7 R?).

The interface surface tensions substrate — liquid v or substrate —
vapor s, are calculated along the same lines, however, one has to take
into account the potential of substrate V(r) @), which is situated, say,
at z = 0. We initialized the system in the cylindric vessel with the
liquid density (i.e., p(z) = p;) or the vapor density (i.e., p(z) = p,) if
z > 0. Then we find the equilibrium density p(z), the grand potential
T, p, ™R?L/2), and, as a result, the values of v (T) or Vs, (T).

Finally, the contact angle 6 is defined by Young’s equation

Vsv = Vsl — Viv cOs O = 0. (5)

Equation (B) completes the calculation of the contact angle 6(T), |E|)
starting from the interparticle interactions.

Next, we turn to our findings. Density profiles are shown in Figs. ]
and @ Some dependences of the dimensionless surface tensions I' =
v02/(Ey — Ep) and those of the contact angle § on the dimensionless
value of the electric field strength £ are reported in Table [Il The results
in Figs. Bl M and Table D refer to a particular representative value of the
dimensionless temperature 7 ~ 0.001 769 (this is 0.97.(0), where 7.(0)
denotes the dimensionless critical temperature without the field, i.e., at
€ = 0). The results for the contact angle (7, ) obtained on the basis
of Eq. (B) are reported in Figs. [[] and 21 Bearing in mind a plausible
experimental setup when the electric field is switching on at constant

Table 1. Dependence of the dimensionless interface surface tensions I'y,
(liquid — vapor), T'g; (substrate — liquid), Ty, (substrate — vapor), and
the contact angle 6 (in degrees) on the dimensionless value of the electric
field strength £ at the temperature 7 = 0.97.(0) ~ 0.001 769.

£ 1—‘l'u Fsl Fs’u 0

0 0.0001689 —0.0002818 —0.0002009 61°
0.1 0.0002196 —0.0002817 —0.0001959 67°
0.2 0.0003912 —0.0002649 —0.0001799 T7°
0.3 0.0007257 —0.0001939 —0.0001519 87°
0.4 0.0012646 —0.0000295 —0.0001147 94°
0.5 0.0020416 0.0002607 —0.0000753 99°
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Figure 3. Liquid — vapor density profile n(z) at the temperature 7 =

0.97.(0) ~ 0.001769: £ = 0 (solid), £ = 0.2 (dashed), and &€ = 0.5

(dotted).
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Figure 4. Density profile 7(z) near substrate (at z = 0) at the temper-
ature 7 = 0.97.(0) &~ 0.001 769 without the electric field £ = 0 (solid
curves 1 and 2), at £ = 0.2 (dashed curves 3 and 4), and at £ = 0.5
(dotted curves 5 and 6). Curves 1, 3, and 5 correspond to the case of
liquid near substrate, curves 2, 4, 6 correspond to the case of vapor near
substrate.
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temperature, we present all calculations at fixed T', or more precisely, in
the units proportional to T.(E = 0), but not T.(|E|).

Density profiles in Fig. B show a diffused boundary between two
phases, liquid and vapor, which becomes sharper as £ increases (com-
pare the solid and dotted curves). This can be explained by an increase
of the interatomic attraction as & > 0 which results in an increase of
T. and therefore the fluid at the fixed temperature 7 = 0.97.(0) turns
out to be farther from the critical region. Some structure around the
solid substrate seen in Fig. @l is due to the hard-core-sphere repulsion:
It manifests itself for 1 < z/o < 2 [23]. It is better pronounced in the
case of a more dense liquid phase (curves 1, 3, 5) and almost disappears
for vapor (curves 2, 4, 6). Furthermore, from Fig. [[l one concludes that
the wetting temperature T, increases after the field has been switched
on. From Fig. [2] one concludes that the contact angle grows with the
increasing of the field strength. For temperatures close to T, < T, the
change of 6 is rather steep. Moreover, § may cross 90° indicating that
the hydrophilic surface (f < 90°) becomes hydrophobic (8 > 90°). For
example, for 7/7.(0) = 0.728 4 the contact angle crosses 90° as £ varies
from 0.005 to 0.010. Clearly, the actual value of 6 follows from Eq. (&)
and hence is determined by the interplay of surface tensions ;,, s, and
Ysy at a given temperature and electric field strength magnitude.

4. Discussion and conclusions

Let us discuss the obtained results. For the case of the considered two-
level-atom fluid, a nonzero electric field increases the long-range attrac-
tion in the system. This leads to an increase of the critical temperature of
the fluid T.(JE|) > T.(E = 0) and therefore, after the field is switched on
at constant temperature the two-phase state gets farther from the criti-
cal region. All surface tensions increase with the increase of the field, see
Table [l According to Eq. (&), 7, > 0 influences the value of cosf but
not the change of its sign. As can be seen from Table [I v, grows and
changes its sign as the field increases. As a result, cos may change its
sign and the hydrophilic surface (cosf > 0) change to the hydrophobic
one (cosf < 0). We adopted a very simple model for the substrate. The
external potential V;(r) representing the substrate may be made smaller
(e.g., by a decrease of 75). Then the role of the substrate diminishes: It
behaves as a hydrophobic surface even in the absence of the field and
is less sensitive to the presence of the field. However, qualitatively the
effect of the field remains the same: The contact angle grows with the
increase of the field.
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It is also in order to make here a remark concerning the electric-field-
strength scale. This scale is defined by |Eq| = |p|/rg and is of the order
of 10'° volts per meter. Such large values of |Eg| may be expected, since
we deal with atomic-scale electric fields. However, if the temperature is
very close to (just below) the wetting temperature Ty, < T, even small
electric field strengths can produce noticeable changes in 6.

According to our study, the treatment of the electric field effects on
the basis of the Lennard-Jones fluid (see, e.g., Refs. [I724]) should imply
a change of the Lennard-Jones potential parameters to be in agreement
with the increase of the van der Waals interactions constant by 1 +
282€2, Finally, the elaborated scheme can be also applied to examine
the wetting in the presence of excited atoms which may appear as a
result of resonance irradiation [25].

To summarize, we applied a classical density functional theory to a
simple two-level-atom fluid to examine the effect of an external electric
field on the wetting properties. In the considered model the electric field
couples to the transition electric dipole moment of atoms resulting in
the increase of the long-range interatomic attraction in the system. Just
below the wetting temperature the electric field can increase noticeably
the contact angle and lead to a passage from hydrophilicity to hydropho-
bicity. Our calculations may refer to the noble fluids in a strong electric
field.
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Appendix: The second virial coefficient of the two-
level-atom fluid ([2))

For the sake of being self-contained, in this appendix, we provide some
details necessary to understand the initial grand potential functional, see
Eq. @).

We consider N two-level atoms at sufficiently large interatomic dis-
tances |R;;| = |R; — R;|, adopt the dipole approximation and use a
convenient spin-1/2 representation [26] to write the electron subsystem
Hamiltonian as

N

N
HRy,....Ry) = — (Bo + E1) + (B1 —Eo)Y s
i=1
1 N N
+5 > Ciysisi+ > Bist, (A1)
i,j=1(i#j) i=1

where Ey and F4 are the energies of the ground and excited states,

Oij = 40&17‘ (El — Eo) =4

®;; = sinbp, sin b, cos (¢p, — ¢p, ) + cosbp, cos by,
-3 (sin Op, sin Oy, cos ((bpi — gbni].) + cos 0, cos Hmj)
X (sinfp, sin Oy,; cos (Pp, — ¢n,,) + cosbp, cosby,,), (A2)

B;i =7 (E1 — Eo) = —2|pil|E|xi,
Xi = sinfp, sin g cos (¢pp, — Pr) + cos by, cos Og, (A3)
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Op:> Pp;» On;;, ¢n,;, Or, ¢E are the angles that determine the orientation
of the transition electric dipole moment of the i-th atom p;, the unit
vector n;; = R;;/|R;;|, and the electric field E. The first two terms
in Eq. (AI) describe a system of noninteracting two-level atoms, the
third one represents the dipole-dipole interaction between them, and the
last one corresponds to the interaction with the field. To find the ef-
fective long-range interactions, one has to calculate the eigenvalues of
the Hamiltonian given in Eq. (A]). Although this calculation is straight-
forward within the used spin-1/2 representation for not too large N, in
what follows we are interested in the case of small fields, and therefore we
may use the standard quantum-mechanical perturbation theory assum-
ing the interaction with the field to be small, i.e., 7; < 1. A correction
to the ground-state energy of a single atom (N = 1, the third term in
Eq. (Al) drops out) appears in the second order and is given by the
formula for Fny—; in Eq. [{). For N = 2 it is reasonable to assume in
addition that a2 < 1 (after such an assumption one gets the usual van
der Waals interactions for E = 0) and the second-order correction to the
ground-state energy of two atoms is given by the formula for Enx—_s in
Eq. ).

Let us turn to statistical mechanics. Presenting the grand partition
function in the exponential form,

== i Ny = exp <Vizlb[> ,
N=0 =1

1
Vb = Z4, Vb2:22—§zf, (A4)

where z is the activity and V is the volume of the system, we obtain the
cluster expansion for the grand potential

Q
—T—V:2b1+22b2+..., (A5)
which results in the virial equation of state
'4 2 ba
= = B viey By=—= A6
T 14 + 20 + ) 2 b% B ( )

where p denotes the density of the system. For the required canonical
partition functions one has

R En—1
=35

R CH S )
Zy = — dRis (exp | — , A7
’ 2A° [Riz2|>0 . T ( )
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where A stands for the thermal de Broglie wavelength, Fn—1 and En—o
are defined in Eqgs. (1), (A2), (A3), and the angle brackets mean the
average over the orientations of transition dipole moments

() = /del.../deN(...),

1 2m I
/ dp, = /0 dép, /0 by, sin O, (A8)

Bearing in mind that we assume the field to be small, the orienta-
tional average (AS) can be done using cumulant expansion (expz) =
exp ((z) + ((z?) — (z)?) /2 +...). Keeping the terms up to O(E?) only,
we would need the following averages:

2
ah=1 e =2
1 1
(x1x2®P12) = 9 (1—cos®bny,), (X7P12) = S (84 6cos®On,,) . (A9)

Equations (Ad), (A7), (A9) give the explicit result for b; [16] and the
formula for by as a two-fold integral [16] which besides the integration
over R = |Rq2| contains the integration over 6gr,,, see Eq. (AT). Intro-
ducing the variable y = cos fr,, one can do the integration over y again
with the help of the cumulant expansion with the accuracy up to the
terms O(E?). The obtained cluster integrals give for the second virial
coefficient By in Eq. (Af) the formula for Bs(T,|E|) in Eq. (2.

Next, instead of the virial equation of state (Af), () we introduce
an extrapolated equation of state

p_ 1 +up+0*p® —vip®  ,a(|E|)
T (1—vp)° T

(A10)

and treating Eq. (AI0) as an input after some simple standard assump-
tions arrive at the initial grand potential functional given in Eq. (B]).
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