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®opMyBaHHsSI IIPOCTOPOBO-YACOBUX CTPYKTYp B  peakIiiil
OKHUCJIEHHSI MOHOOKCHUZAY ByrmJieio. Ponb mudysit

1.C. Bzosceka, I.M. Mpurio

Amnoranis. Hocmimkyoorbesd MexaHi3Mu (HOPMYBAHHS TPOCTOPOBO-
9acoBUX CTPYKTYp Yy KarajaiTwddiii peakrii okucjaenas CO 3
ypaxyBaHHsIM mporecis audysii Ha HeomHOpimHil mosepxni Pt(110),
AKa MICTUTH CTPYKTYPHO BIJIMIHHI JJISHKW, IO YTBOPIOIOTHCS IIiJ
qac CO-iHIyKOBaHOIO I€PEXOJy Bijl pekoHcTpyioBaHoi 1 X 2 das3u
o ob’emmoi 1 x 1 ¢asm. Ilokasamo, 1o cucreMa MOXKE BTPadaATH
crifikicTs mBOMAa muIsixamu: abo depes Oidypkamiro Xomda, 1Mo Bee 10
YTBOPEHHsI B CHCTEMi 4YaCOBHUX CTPYKTYD — aBTOKOJINBaHL, ab0 depe3
6idypxrarmito Troputra, Mo MTPU3BOAUTL J10 (HPOPMYBaHHS PEryIAPHUX
IpOoCTOpOBUX CTPYKTYp. Ilpu omHovacHiit peasizarii obox crieHapiiB y
CHCTEMI CIIOCTEPIraIOThCS MPOCTOPOBO-YACOBI CTPYKTYPH LI BEJTUINHI
nokpurtsa 0. Posmogin fco 3amnmmaeTbes MpaKTHIHO OJHOPITHUM Y
MIPOCTOPI Ta HEe3aJIEZKHUM BiJl T€OMETPII TOBEPXHI.

Spatiotemporal pattern formation in CO oxidation reaction.
The role of diffusion

1.S. Bzovska, I.M. Mryglod

Abstract. The spatiotemporal pattern formation in the catalytic carbon
monoxide oxidation reaction with taking into account the diffusion pro-
cesses over the Pt(110) surface, which may contain structurally different
areas, is studied. These areas are formed during CO-induced transition
from a reconstructed phase with 1 x 2 geometry of the overlayer to a
bulk-like (1 x 1) phase with square atomic arrangement. It is shown that
the system may lose its stability in two ways — either through the Hopf
bifurcation leading to the formation of temporal patterns in the system,
namely oscillations, or through the Turing bifurcation leading to the for-
mation of regular spatial patterns. At simultaneous implementation of
both scenarios spatiotemporal patterns for oxygen coverage o are ob-
served in the system. The distribution of fco is almost homogeneous in
space and independent of the surface geometry.
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Introduction

In recent times, spatiotemporal pattern formation in spatially extended
systems, such as reaction-diffusion systems, has been extensively stud-
ied [IH4]. In these systems the concentration of one or more substances
distributed in space can change under the influence of two processes:
local chemical reactions in which the substances are transformed into
each other, and diffusion which causes the substances to spread out over
a surface in space.

Among chemical systems, the catalytic oxidation of CO on platinum
(110) is one of the most prominent examples of a reaction-diffusion sys-
tem showing a variety of complex spatiotemporal patterns [5H8]. For
this system various experiments on pattern formation have been car-
ried out. Pattern formation was monitored by means of photoemission
electron microscopy (PEEM) [9HIT]. The experimental parameters were
chosen such that the reaction was oscillatory and, furthermore, uniform
oscillations were unstable and a complex state of spiral-wave turbulence
spontaneously developed.

An orientation of the catalyst surface in such systems has a decisive
influence on the occurrence of oscillations and surface patterns [3LEL[6].
The clean Pt(110) top surface layer reconstructs into a 1 x 2 “missing
row” structure. This reconstruction can be reversibly lifted by adsorption
of CO molecules. Because oxygen adsorption is favored on the unrecon-
structed 1 x 1 phase, periodic switching between two states of different
catalytic activity can occur, resulting in temporal oscillations of the reac-
tion rate. Local spatial coupling across the catalytic surface is provided
by surface diffusion of adsorbed CO and oxygen. Under such oscillatory
conditions, the interplay between reaction and diffusion processes can
lead to the development of spatiotemporal patterns.

Formation of spatiotemporal patterns occurs under two main
symmetry-breaking instabilities as the Hopf and the Turing ones [T2}[13].
An interaction and competition of these bifurcations have been con-
sidered for different reaction-diffusion systems, including Belousov-
Zhabotinsky autocatalytic reaction [I4], the FitzHugh-Nagumo model
[12113], etc. In these models a variety of modes has been received, in-
cluding mixed modes — spatial patterns modulated in time.

In this paper we study the mechanism of spatiotemporal pattern
formation in the carbon monoxide oxidation reaction on the surface of
Pt(110). A simple three-variable model has been developed to account
for most of the dynamic features of the reaction. Analysis of instabilities
in time and space of the system is based on methods of linear stability
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theory and numerical modelling. It is shown that under certain values of
parameters in the system there are patterns provided by linear analysis
and similar to those observed in the experiment.

The paper is organized as follows. A model of the catalytic oxidation
reaction of carbon monoxide and the linear stability theory are intro-
duced in the following section. In Sec. III, the results of our calculations
and a discussion of the obtained results are shown. Cases of homoge-
neous and inhomogeneous surfaces are described in detail. The paper
ends with conclusions in Sec. IV.

1. Model and theory

Let us consider a model of the catalytic oxidation reaction of carbon
monoxide that takes the diffusion processes over the Pt(110) surface
into account. For this, diffusion terms were included into the system
of kinetic differential equations describing the dynamic behavior of the
model [I5,[16]:

do
dCTO = DiAbco + pcokcosco(l — 60¢) — dbco — krbcobo, (1)
dé
d—TO = DyAOo + po,ko(six1601x1 + s1x2(1 — O1x1))
x (1=6co —00)* — kHcobo, (2)
dé .y -1
L = DyAOyr + ks | |14 exp fo” 7co —bix1 ). (3)
dr ou

Equation (IJ) describes the change in the number of adsorbed CO with
taking into account the chemical reaction with adsorbed oxygen, desorp-
tion of CO with desorption constant d and diffusion of CO. Equation (2])
describes the diffusion of oxygen, its dissociative adsorption and changes
due to CO oxidation reaction. Equation (B]) is the kinetic equation for
up — 0o\
ou
decreasing and smooth function of 6o at the interval [0,1], which allows
us to describe the transformation of the reconstructed 1 x 2 surface struc-
ture to the 1 x 1 structure depending on the amount of CO coverage [6].
For an inhomogeneous surface, the laplacian term Af;x; in equation
@) originates from the contribution of the interfaces between different
surface geometries to the total system energy [8]. Consequently, the co-
efficient D3 describes the energy costs of such interfaces. In this model

the surface transformation. Function {1 + exp is a non-
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the precursor-type kinetics of CO adsorption is accounted for by the ex-
ponent ¢ = 3 in the right hand of equation (). It makes the model more
realistic since the inhibition of adsorption of CO and Os is asymmet-
ric and preadsorbed CO blocks oxygen adsorption but not vice versa. A
more detailed explanation and values of the parameters used in further
calculations are presented in Table [T [6].

Table 1. Parameters of the model

T 540 K Temperature
DO, 9.75 x 10™° Torr O partial pressure
kco 4.2 x 10° s~ Torr 1 Impingement rate of CO
ko 7.8 x 10° s~ Torr ! Impingement rate of O2
d 1021 s 1 CO desorption rate
D, 107 cm?s7 ! CO diffusion rate
Do 1079 cm?s7 ! O diffusion rate
k- 2838 s 1 Reaction rate
SCo 1 CO sticking coefficient
S0,1x2 0.4 Oxygen sticking coefficient
on the 1 x 2 phase
ug, OU 0.35, 0.05 Parameters for the structural phase
transition
ks 1.61s° T Phase transition rate

System ([I)-@) can be transformed by the substitution

t=k.7, Dios=Di23/kr, DPoo = pcokcosco/kr
Po, = Po.kosy ke, d=d[k., ks=ks/k,

into the following dimensionless form:

do — _
dcto = Fi(0co,00) = D120co + Peo(l — 080) — dico — Ocobo4)
do _
d—to = Fy(0co,00,01x1) = D26 + Do, (1 + 61x1)(1 — Oco — 0o)*
—  fcobo, (5)
dé _
5:1 = F3(0co,b1x1) = D3AbO1x1

b T ([Hexp (% ] _om>. (6)
(

so = sloX16’1X1 + séxz(l —01x1) = sé 1+ 61x1) under the assumption

that for Pt(110) we have s;*! /55 =~ 2.
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The system of differential equations () — ([6) with partial deriva-
tives can not be solved analytically. Therefore, analysis of the system
instabilities in time and space has been based on methods of the lin-
ear stability theory and numerical simulations. The system of equations
@)—(©) in the linear approximation for the deviations from steady state
00;(r,t) = 6;(r,t) — 0; 5(r) looks like

o ’. [ OF,; _
5700:(r,1) = ; <69j >9k_0k S 60;(r,t) + D; A6O;(r, 1), (7)

i,j=C0,0,1x 1.

Stability of the system has been investigated using the method
of normal modes concerning periodic in space perturbation (normal
mode) with the wavelength \. For this, we do the following substitu-
tion 66;(r,t) ~ et where k = 27/\ is a wave number, and we
obtain the following linear system of equations

3

>

Jj=1

(aFi> —Dik*6;; —wbij | 66, =0, i=1,23. (8)
893‘ 0k="0k, s

Stability analysis requires the solution of the secular equation

OF; —
det ( ) — Dik26ij — wéij = 0, (9)
893‘ 0r =0k, s
from there we get an equation for w(k):
w? = b(k)w? + c(k)w —d(k) =0, (10)
where we have introduced the next notations:
b(k) = o—k*(Dy+ D3+ D3),
ck) = ¥- k? [51(022 +as3) + E2(&11 +asz) + E3(&11 + az)]
+ k*D.Dy +DDs3 + DyD3),
3 —_— —_ [ — [ —
d(k) = A — k2 Z Dz"h + k4(a11D2D3 —+ a22D1D3 + CL33D1D2)
i=1
— k%D1DyDs.
OF; .
Here a;; = | , 0 = a11 + a2 + asz is the trace of the
aej 0r =0k,

characteristic matrix {a;;}, A = a11(azass — agsasz) — a12(azass —
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CL236L31) + CL13(CL21(L32 — CLQQCLgl) is its determinant, Y = Z?:l M, where
M = aj;an — ajay;, © # j # 1. For our model

a11 = —3poobto.s —d—00., a2 = —bcos, aiz=0,

a1 = _2ﬁ02(1 + 91><1,S)(1 - HCO)S - 9075) - 9075’

az2 = —2Po, (1 + 01x1,5)(1 = bco,s — bo.s) — Oco,s,

azs = Po,(1 —0co.s — 0o0.5)*, (11)

ug — 900,5)

_ exp
k (
=22 ou azz =0, a3z = —ks.

aslr = — )
(5u 1 i exp ug — 9(}015 2
ou

Equation (I0) is a cubic equation with real coefficients. The solutions

of (I0) are
_ of_ak) o/ _ak) _ b(k)
wi,2,3(k) = 5 + /' D(k) + 5 VD(k) + 5 (12)

where the following notations were introduced for the convenience:

Q(k) = 27 3 - d(k)v
2
(k) = efh) - L,
Dk) = qzik) N p32(7/€)'

Equation (I2) is the dispersion relation which in general can contain
both real and imaginary parts, i.e. w(k) = Rew(k) + iIlmw(k). The com-
ponent Rew(k) describes the stability of a solution (60co k(w), 600 k(w),
301 x1,5(w)) and defines the process of relaxation, while Im w(k) sets the
frequency of the oscillating process.

Let’s consider cubic equation (I0) in more detail. Assume that wy, wa,
ws are its solutions. It is well-known that coefficients of a cubic equation
and its roots are connected by the relations:

b = wi+ws+ws,
¢ = Wiws + Wiws + waws, (13)
d = wiwsws,

be—d = (w14 w)(wi +ws)(ws + ws).
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The investigated state is stable if for all eigenvalues of characteristic
equation (@)

Rew;(k) <0, i=1,2,3. (14)

Consequently, as follows from relations (I3]) and (4], the homogeneous
state of the whole system is stable when

b <0,
c >0, (15)
d <0,

bc—d < 0.

The homogeneous state of the system becomes unstable when at least
for one w;(k) (i =1,2,3) Rew;(k) > 0. The violation of any of inequali-
ties (8] means that in the system a bifurcation has occurred. The broken
condition d<(0 means the appearance of one real positive eigenvalue in
the system. The broken condition bc—d < 0 means there are two complex
conjugate eigenvalues with positive real part. The first case corresponds
to the Turing bifurcation, and the second — to the Hopf one.

In [I7] authors represent the function d(k) as d(k?) = A — ark?® +
Brk* — 67kS, where ar = Y7, Din;, Br = a11D2Ds + anDiDs +
asz3D1 Dz, 07 = DDy D3. Function d(k?) is a cubic parabola which has
local extremes. The maximum is

1 3
dunas(k}) = A+ 52 |2(8% — ar0r)? + Br (267 - 9aT5T)] (16)
T

and is reached at the point k% = (Br + /% — 3ardr)/36%. For the
Turing bifurcation it is necessary that in a certain range of wave numbers
d(k?) has become greater than zero, dyax (k%) > 0. As the authors affirm,
it is only possible if at least one of the coefficients on the main diagonal
of matrix {a;;} is greater than zero (a well-known condition for the
existence of autocatalysis).

The condition for the Hopf bifurcation is obtained in [I7] in the sim-
ilar way and is

kg = (Bv + /By — 3avdv) /387,
Fax(k3) =bc—d=0% — A (17)

1 3
T [2(5\2/ —3avdy)? + Bv (287 — 9av5v)} > 0.
2

ICMP-15-14E 7

Here
ay = Di(o? —af, — aizas — ai2a21) + Da(0” — a3y, — azsass
— aiaz) + E3(02 - a§3 — a13031 — (23032),
By = (Di1+ D3)(Ds2 + Ds)(ai1 + as) + (D1 + D2)(D2 + D3)
x (a11 +as3) + (D1 + D2)(D1 + D3)(as2 + ass),
oy = (ﬁl + ﬁz)(51 +53)(Ez + ﬁB)-

Again, to satisfy inequality (IT) the sum of two coefficients on the main
diagonal of matrix {a;;} must be greater than zero [17].

As we see, our diagonal coeflicients a11, ase and az3 are negative for
all values of the system parameters. This means that the catalytic CO
oxidation reaction is not autocatalytic because, as was mentioned above,
for autocatalytic reactions at least one of the diagonal coefficients must
be greater than zero. Nevertheless, we show further that conditions of
the existence of the Turing (I6) and the Hopf (7)) bifurcations can be
satisfied in our non-autocatalytic system at certain values of the sys-
tem parameters. We associate the emergence of these instabilities with
an interaction of nonlinear local transformations with positive feedback
(i.e. surface phase transitions) and transport processes (diffusion) which
spatially coupling the system.

2. Results and discussion

2.1. Homogeneous surface

As was mentioned above, the system is stable if
Rew(k) <0 for Vk, (18)

that is when all normal modes are exponentially reduced. In the case
when for at least one mode at a certain k inequality Rew(k) > 0 becomes
true, the whole system becomes unstable because the amplitude of the
corresponding motion increases. The system can loss stability of the
homogeneous state in two ways — either through the Hopf bifurcation
leading to the temporal patterns formation (oscillations) in the system
or through the Turing bifurcation that leads to the formation of regular
spatial patterns.

Figure[dshows the dispersion dependences of real Rew and imaginary
Imw parts as functions of the wave number k for different values of the
coefficient D3. Values of other model parameters used in our calculations
are presented in Table [I1




8 IIpenpunt

o o

o =}

N =S
L SN

[P

Figure 1. Dispersion dependences of real Rew (solid line) and imaginary
Imw/10 (dash line) parts on the wave number k for D3 = 0.000175
(a) and D3 = 0.3 (b), respectively. Diffusion coefficients D; = 0.035,
Dy = 0.000035 and partial pressure poo = 0.06 are the same in all
cases.

At pressure Poo = 0.06 the system is characterized by one station-
ary point (8co = 0.359, o = 0.123, 61x1 = 0.545), and under such
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values of the system parameters it is unstable, because Rew > 0 at
ko = 0. Hence, we have a realization of the Hopf bifurcation scenario
with Imw(kg) = 0.419, Rew(kg) = 0.003 where kg = 0. As we know [13],
the Hopf instability is the local dynamic instability arising in nonlinear
systems with multiple time-scales, and requires the following conditions:
Imw(ko) # 0, Rew(kg) > 0 where ko = 0. In the phase space of the sys-
tem it causes a new attractor — a closed orbit called the limit cycle [I].
As a result of the Hopf bifurcation, evolution of the system takes place
by the states of the limit cycle.

The corresponding phase portrait of the system is depicted in Fig-
ure[2l As we can see, the phase trajectory screwed on the closed curve —
the limit cycle. Both average coverages of the adsorbates and the local
fraction of the surface area found in the unreconstructed 1 x 1 structure
undergo periodic oscillations arised because of the Hopf bifurcation. The
instability of such type generates periodic in time patterns, i.e. waves.

Figure 2. The limit cycle in the phase portrait of the system in autowave
regime at pressure poo = 0.06.

A change of the diffusion coefficient D3 does not affect the stabil-
ity of the system. However, as figure [I] depicts, depending on diffusion
coefficient D3 the Turing instability can occur in the system. In con-
trast to the Hopf bifurcation, the Turing bifurcation is not dynamic.
It is called bifurcation caused by the diffusion. The Turing bifurcation
requires Imw(kr) = 0, Rew(kr) > 0 where kr > 0 is a value of wave
number k corresponding to the second peak of the curve Rew(k) [13]. As
ones see from figure[Ib, at a certain choice of the diffusion parameters of
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the system, namely D; = 0.035, Dy = 0.000035 and D3 = 0.3, condition
Imw(kr) = 0, Rew(kr) = 0.001 > 0 becomes true for kr = 0.475. It
causes periodic in space and stationary in time concentration patterns
called the Turing patterns.

Besides, we have tested whether analytical conditions () and (I7)
for the existence of the Turing and the Hopf bifurcations, respectively,
are performed for a given set of the system parameters. We have built a
plot of the function d(k?) which is shown in Figure B We have got that

Figure 3. Dependence of the coefficient d of cubic equation (I0) on the
wave number £ at pressure Do = 0.06.

the maximum of the curve lies in a region of positive values and is
Amax(k3) =5-107° > 0. (19)

Analytical conditions (I8]) gives the same value of dpax (k2 ). This means
the appearance of one real positive eigenvalue in the system. Really, there
are three real roots of cubic equation (0] for this set of the parameters.
And one of them is positive: w; = 0.001, we = —0.069, ws = —0.724.
From analytical conditions (7)) we have

Finax(k3) = 0.0037 > 0. (20)

In this case we have two complex conjugate eigenvalues with positive
real part: wy o = 0.003 £0.419¢, w3 = —0.725. The first case corresponds
to the Turing bifurcation, and the second — to the Hopf one.
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2.2. Inhomogeneous surface

To investigate the effect of inhomogeneities on the surface, we consider
an one-dimensional Pt(110) substrate of a size L, = 1 pm with various
surface phases — reconstructed central 1 x 2 phase surrounded by the
unreconstructed 1 x 1 phase. Periodic boundary conditions were chosen
assuming that there is no flow through the boundary of the interval [0,1].
The initial conditions were set as follows:

eco(I,t = O) = 90075, (21)
fo.s, <03 and =z >0.7,
bole,t=0) = { ) 0.3 <z <07 (22)

1, <03 and =z > 0.7,
O1x1(z,t =0) = {o 0.3 <z <0.7. (23)

Parameters of the reaction and diffusion correspond to the homo-
geneous oscillating state. This means that in the case when the entire
surface of the substrate had uniform structure, the temporal behavior
would be characterized by homogeneous periodic oscillations of cover-
ages Oco(x,t) = Oco(t), Oo(z,t) = 0o(t) and the local fraction of the
surface area in the unreconstructed 1 x 1 phase 01x1(x,t) = 01x1(t).

In the case when the reconstructed 1 x 2 phase is located inside the
unreconstructed 1 x 1 phase, the gradients of the adsorbate coverages
and of the surface geometry near the 1 x 2/1 x l-interfaces lead to the
transition to a highly nonuniform state that, in turn, leads to a deforma-
tion of the wave front. To see this, in figure @ we present the evolution
of the adsorbate coverages 0co, 0o and the substrate geometry 61«1 at
pressure pco = 0.06. We observe the occurrence of periodic in space and
time patterns for 6o coverage. The distributions of 6co coverage and
01 x1 surface geometry are almost homogeneous in space.

Figure [0l presents the spatial distribution of oxygen coverage 6o at
pressure pcg = 0.06 at the moment ¢ =2000. Coverage of adsorbed
oxygen is sensitive to the surface structure at an initial moment, and
the nonuniform distribution of oxygen sets on the surface with time.
The oxygen distribution has oscillating behaviour, we see homogeneous
periodic oscillations of 6 coverage along the entire surface.

Figure [6] depicts the temporal evolution of oxygen coverage in the
form of amplitude map. Figure Bl shows that at partial pressure pog =
0.06 an auto-oscillatory regime appears in the system when condition
(@) of the existence of the Hopf bifurcation is satisfied. Figure[6b demon-
strates that at pressure poo = 0.053 the system evolves to a steady state
through the damped oscillations. As we see, a perturbation of the initial
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Figure 4. Oscillations of the adsorbate coverages fco, 6o and the surface
geometry 011 at pressure poo = 0.06.
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Figure 5. Spatial distribution of oxygen coverage 6o at pressure Poo =
0.06 at the moment ¢t =2000.

spatial homogeneous distributions of oxygen coverage and surface geom-
etry leads to the growth of the perturbations by the Turing mechanism
and to the formation of regular spatiotemporal (figure [Bl) and spatial
(figure [6b) patterns with durable coexistence of regions with high and
low oxygen concentrations on the surface.

Conclusions

The catalytic carbon monoxide oxidation reaction model taking diffusion
processes on the Pt(110) surface into account has been considered. The
dispersion dependences Rew and Imw on the wave number k£ have been
built. Despite that the CO oxidation reaction is not autocatalytic, we
have shown that the analytic conditions of the existence of the Turing
and the Hopf bifurcations can be satisfied at certain values of the sys-
tem parameters. Thus, the system may lose its stability in two ways —
either through the Hopf bifurcation leading to the formation of tempo-
ral patterns in the system, namely oscillations, or through the Turing
bifurcation leading to the formation of regular spatial patterns. At si-
multaneous implementation of both scenarios spatiotemporal patterns
for oxygen coverage 8o have been observed in the system. We associate
the emergence of these instabilities with an interaction of nonlinear local
transformations with positive feedback (i.e. surface phase transitions)
and transport processes (diffusion) which spatially coupling the system.
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Figure 6. Amplitude map of oxygen coverage 0 at pressures poo = 0.06
(a) and Do = 0.053 (D).

The distribution of 8o is almost homogeneous in space and independent
of the surface geometry.
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