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Nonresonant inelastic light and X-ray scattering in the charge-
density-wave phase of the spinless Falicov-Kimball model

O.P. Matveev, A.M. Shvaika, J.K. Freericks

Abstract. Nonresonant inelastic light and X-ray scattering is investigated for
the spinless Falicov-Kimball model on an infinite-dimensional hypercubic lat-
tice with a charge-density-wave phase at half filling. The many-body density of
states (DOS) is found for different values of the Coulomb repulsion. The non-
resonant response function for Raman and inelastic X-ray scattering shows
peaks connected with transitions over the gap and transitions that involve
subgap states. In the case of X-ray scattering (when both energy and momen-
tum are transferred), the response function illustrates features of dynamical
screening in the different (nonresonant) symmetry channels (Aig and Big).
We also derive and verify the first moment sum rules for the (nonresonant)
Raman and inelastic X-ray response functions.
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1. Introduction

Charge-density wave (CDW) systems possess a static rearrangement of
the charge that is modulated by their ordering vector. Since the underlyi-
ng ionic cores are charged, they will respond to this charge modulation
from the electrons, and often create a distorted lattice structure that
follows the modulated charge order of the electrons. This is often one of
the easiest to measure signals of CDW order, namely the distortion of
the unit cell due to the ionic displacement that goes hand-in-hand with
the electronic charge modulation.

In this work, we focus on signatures of the CDW order that are
present in inelastic light scattering experiments on CDW systems. Since
inelastic Raman scattering is sensitive to different symmetry charge mod-
ulations (when polarizers are used on the incident and scattered light),
they can provide information about the symmetry of the CDW state.
Similarly, because inelastic X-ray scattering also allows for an exchange
of momentum by the scattered photon, we might anticipate interesti-
ng behavior to occur when the ordering wavevector and the transfered
momentum are the same.

We develop all of the formalism to generalize the dynamical mean-
field theory (DMFT) approach to inelastic Raman and X-ray scattering
to include the situation when there is a CDW phase on a bipartite lattice
with an ordering wavevector equal to (, 7, ..., 7); our formulas include
all effects of vertex corrections including dynamical screening. While the
formal development, in terms of Green’s functions, self-energies, and irre-
ducible vertex functions, is completely general, we analyze the formalism
for the specific case of the Falicov-Kimball model because the irreducible
charge vertex is known, and we can determine all of our results exactly.
In addition to deriving formulas for the light scattering spectra, we also
examine the first moment sum rules for these spectra, which are equal
to expectation values related to the kinetic and potential energies of the
material.

We anticipate our results should be relevant to different experimental
systems that display charge-density-wave order on a bipartite lattice, es-
pecially in compounds which are three-dimensional like [1] BaBiO3 and
Ba;_,K,;BiOg3, because DMFT is most accurate in higher dimensional
systems. Our work also extends recent results on transport and opti-
cal conductivity in CDW systems [2, 3] to the realm of inelastic light
scattering.

The manuscript is organized as follows: In Sec. 2, we derive the for-
malism for inelastic light scattering in a symmetry broken phase includi-
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ng explicit expressions for Raman scattering, inelastic X-ray scattering,
and their first moment sum rules. In Sec. 3, we present our numerical
results and discuss what signatures are likely to be seen in experiment.
Our conclusions are presented in Sec. 4.

2. Formalism

Since CDW ordering is a static order, it is often well described by static
models like the Falicov-Kimball model [4]. This model was introduced
in 1969 to describe metal-insulator transitions in rare-earth compounds
and transition-metal oxides. Since then, it has been studied widely with-
in the DMFT community, primarily because it is one of the simplest
many-body problems that admits an exact solution [5] (for a review see
Ref. [6]). The Falicov-Kimball model has two kinds of particles: mobi-
le electrons and localized electrons. Mobile electrons hop from site to
site with a hopping integral between nearest neighbors and they interact
with the localized electrons when both sit on the same site (the interac-
tion energy is U); we denote the mobile electron creation (annihilation)
operator at site 7 by aZI (afl) and the local electron creation (annihilati-
on) operator at site i by f: ( fl) The model has commensurate CDW
order at half filling and this is the main property we exploit here. Brandt
and Mielsch worked out the formalism for calculating the ordered-phase
Green’s functions [7] shortly after Metzner and Vollhardt introduced the
idea of the many-body problem simplifying in large dimensions [8]. The
CDW order parameter was shown to display anomalous behavior at weak
coupling [9, 10], and higher-period ordered phases have been examined
on the Bethe lattice [11]. Transport calculations in the commensurate
CDW phase have also appeared recently [2, 3].

2.1. DMFT for the CDW ordered phase

The hypercubic lattice is a bipartite lattice, implying that it separates
into two sublattices (called A and B) with the hopping being nonzero
only between the two sublattices. In this case, the model will display
commensurate (chessboard) CDW order when both the light and heavy
particles are half-filled. This CDW order corresponds to the situation
where the average filling of the electrons remains uniform on each sub-
lattice, but changes from one sublattice to another (it is commensurate
because the lattice is bipartite here). We begin by writing the Falicov-
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Kimball model Hamiltonian as the sum of its local and nonlocal parts

H=" He = tidl,dy, 1)

ijab

where ¢ and @ = A or B are the site and sublattice indexes, respectively,
and t‘il;’ is the hopping matrix, which is nonzero only between different
sublattices (t;* = t55 = 0). The local Hamiltonian is equal to
Hi = Uﬁ?dﬁ?f — pgfig — Nl}ﬁ?f; (2)
with the number operators of the mobile and localized electrons given by
Niqd = cijcil and n;p = fiT fi, respectively. Note that we have introduced
different chemical potentials for different sublattices. This is convenient
for computations, because it allows us to work with a fixed order param-
eter, rather than iterating the DMFT equations to determine the order
parameter (which is subject to critical slowing down near T.). Of course,
the equilibrium solution occurs when the chemical potential is uniform
throughout the system (u; = p? and u}“ = ,u?).
We start with the definition of the lattice Green’s function

G (1) = — Tr |Te PMd,, (r)d!, (0)| /2, (3)
Z = Trexp[—fH)].

Within a Feynman-diagram formalism, the Green’s function satisfies
Dyson’s equation (which in fact is a compact form of the diagrammatic
series)
D lw+ p)dacdu — Tif (W) + £GP (@) = 8156a, (4)
le
where w is a real frequency. The unperturbed band structure for the
hypercubic lattice with nearest neighbor (NN) hopping satisfies

D
€ = — Z tf}B explik - (Rja — Rjp)] = -2t Z cos kqa, (5)
a=1

i—J

where R; 4 is a lattice vector for site 7 on sublattice A and a is the lattice
spacing (we set a = 1).

The first step of DMFT is to scale [8] the hopping matrix element
as t = t*/2v/D (we use t* = 1 as the unit of energy) and then take the
limit of the infinite dimensions D — oo. The self-energy is then local:

55 (W) = X7 (w)di50a, (6)
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and in the case of two sublattices has two values ¥4 (w) and ©B(w).
Now, we can write the solution of the Dyson equation (in a momentum
representation) in a matrix form

Grelw) = [2(w) —te] ", (7)

where z(w) and the hopping term ¢ are represented by the following
2 x 2 matrices:

pw) = ( W pf =24 w) 0 ) , 8)

0 w+pf —2BWw)
o 0 eg
w0 %)
After substituting Eq. (8) into Eq. (7), we obtain three equations for the
different Green’s function components

wApf —3B(w)

GiMw) = =5, (9)
GPP(w) = %‘i@ (10)
GiP(w) =GP (w) = W (11)
with Z(w) defined by
Z(w) = /o + i — SAW)]w + puf — BB W) (12)

These expressions agree with those of Brandt and Mielsch [7] even though
our notation is somewhat different from theirs.
The local Green’s functions are now found to be

w b _ vy -
Gw) = S Girle) = T R zw), 0y
k
where
Fulzw) = [ o) 5= (14)

is the Hilbert transform of the noninteracting density of states, which
satisfies p(e) = exp(—€2/t*?)/t*/7 for the infinite-dimensional hypercu-
bic lattice.

ICMP-08-14E 5

The second step of DMFT is to map the lattice Green’s function onto
a local problem by means of the dynamical mean field. Since there are
two sublattices, a dynamical mean field A*(w) is introduced on each of
them. As a result, the local lattice Green’s function on each sublattice
becomes:

1
w+ g — B (w) = A*(w)

The third equation that closes the system of equations for G**(w), £*(w)
and A% (w) is obtained from the condition that the local Green’s function
can be defined as the Green’s function of an impurity with the same
dynamical mean field \%(w). Such a problem can be exactly solved and
the result is equal to

Ge(w) =

(15)

na
G (w) = d L : 16
() w+u§—/\a(w)+w+ug—U—/\a(w) (16)

These equations are self-consistently solved numerically. The iterative
DMEFT algorithm to calculate the lattice Green’s function is as follows:

for a fixed value of the order parameter An; = n}‘»‘ - n]]? one chooses n}‘»‘

and n]fg in such a way that n? —l—n]fg =ny (ny = 1/2 for half filling). With
those fixed quantities, we now propose a guess for the self-energy on each
sublattice, and then compute the local Green’s function from Egs. (12)
and (13). Then we extract the dynamical mean field on each sublattice
from Eq. (15), and find the local Green’s function for the impurity from
Eq. (16). This value is substituted into Eq. (15) to calculate the new self-
energy. This procedure is repeated until the Green’s function converges.
In order to find the correct equilibrium order parameter Any at the given
temperature, one calculates the chemical potentials for the f-electrons
on each sublattice via

U 1 —nf U
@ =——-T1 = T In|1— 17
1 5 n—g ; n [ om 112 =X (iwon) | (17)

where we introduce the fermionic Matsubara frequencies iw,, = inT (2n+
1). Then Any is extracted from the equilibrium condition ug‘ — ul]f =
0. Finally, we repeat this iterative solution on the real axis, with the
chemical potentials and fillings fixed at their now known values.

In Ref. [3], we already analyzed the evolution of the DOS in the
CDW-ordered phase. We reiterate the main points which will be needed
here. At T = 0, a real gap develops of magnitude U with square root
singularities at the band edges. As the temperature increases, the system
develops substantial subgap DOS which are thermally activated within
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the ordered phase. Plots of the DOS can be found in Ref. [3]. Note
that the singular behavior occurs for one of the “inner” band edges on
each sublattice, and that the subgap states develop very rapidly as the
temperature rises.

2.2. Nonresonant inelastic scattering

Now we develop the formalism for nonresonant light scattering in the
CDW phase. We start from the standard formula for the inelastic light
scattering cross section derived by Shastry and Shraiman [12]

—271'2

S \g(k»g(kf)ege{, (1 i) i)

_651

def—e;i — ) (18)

It describes the scattering of band electrons by photons with = w; —wy
and q = k; — k; being the transferred energy and momentum, respec-
tively, /) is the polarization of the initial (final) states of the pho-
tons and €;(y) denotes the electronic eigenstates. The quantity g(q) =
(hc?/Vwq)/? is called the “scattering strength” with w, = c|q|. The
scattering operator M (q) is constructed from both the number current
operator and the stress tensor which are equal to

Otap(k)

Jalq) = k. S dl (k + q/2)dy(k — q/2) (19)
abk
and 020 (h
Tole) = 3 Gl /i - a2, (20)
abk «

respectively. Here t,; (k) are the components of the 2 x 2 hopping matrix
in Eq. (8). The interaction of an electronic system with a weak external
transverse electromagnetic field A is described by the Hamiltonian

Hiyy = __ZJ (21)

2h202 ZA Voéﬁk+k)Aﬁ( )
kk’
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The scattering operator M is then constructed from these interaction
terms; it has both nonresonant and resonant contributions

(£ |31°9(@)] i) = (F Paus (@) ) (22)
+Z< F i)l 1) (Ll (k)| 6) | {F LR ) ¢ |jﬁ<kf>|i>>

€] — & — W; €l — & twf

with the sum [ over intermediate states, and after substituting into the
cross section formula, one obtains three terms: a pure resonant term; a
nonresonant term; and a mixed term (because it is constructed from the
square of the scattering operator).

The nonresonant contribution is

Ry (q,Q) = 2mg*(ki)g (ky) (23)
" Zf: exp(ZBEZ):Yw':YfJ(S(Ef —&i — Q).

The tilde denotes contractions with the polarization vectors:
7= cras(@)eh (24)
af

with the notation O; y = (i|O| f) for the matrix elements of an operator
O. (Resonant and mixed diagrams will be examined elsewhere.)

The next step is to evaluate the summations in Eq. (23) via Green’s
function techniques. In general, such a procedure is nontrivial. But for
the nonresonant contribution it is relatively straightforward [13,14]. We
start from the Matsubara function built on two time dependent stress-
tensor operators

Xra(r = 1) = Tr [T.e P 5(r)3()] /2. (25)

The imaginary time dependence of the stress-tensor operator is evolved
(in the Heisenberg representation) with respect to the equilibrium Hamil-
tonian because this is a linear-response calculation. The symbol 7 is a
time ordering operator. Further, we perform a Fourier transformation to
the imaginary Matsubara frequencies. In thermal equilibrium, the two-
particle correlation function depends only on the difference of the two
time variables and our Matsubara frequency dependent function can be
evaluated as

vosliv) = S SPCB) it (o —ep)). (26)

7 Z Ef — €& — W
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Performing an analytic continuation to the real axis iv — Q 40T pro-
duces the known expression

a2

where we introduced the nonresonant response function

xn(q,Q), (27)

1 .
xn(q, ) = p Im x5,5(Q2 +140%). (28)

Now we have reduced the problem to that of finding the response
function built on two stress-tensor operators. Actually, such a function
corresponds to a two-particle Green’s function that will be shortly pre-
sented in Feynman diagrammatic notation. The Fourier transform of the
two stress-tensor correlation function can be represented as a sum over
Matsubara frequencies of the “generalized polarizations”

X34 (11) =T T s, (29)

where we introduced the shorthand notation I, 41 = I (iwp,, iwm+iv;)
for the dependence on the fermionic iw,, = iwT(2m + 1) and bosonic
iy = 2711 Matsubara frequencies. In the case of the CDW ordered
phase, the Feynman diagrams for the “generalized polarizations” Il m,4
are shown in Fig. 1, where we introduce additional sublattice indexes a
to L.

k-q/2,i®,, k-g/2,io, | & k-q/2, .
a C
o A s a2
Y +7 v
b d
k+q/2, i®,+iV, k+q/2,io.+iv, ' 1 k'+q/2, i, +iv,

Figure 1. The Feynman diagrams for the generalized polarizations. Due
to the properties of the irreducible charge vertex of the Falicov-Kimball
model, we will have m = m/.

Here, we used the fact that the total reducible charge vertex (shaded
rectangle in Fig. 1) is a diagonal function of frequencies for the Falicov-
Kimball model [see Eq. (42) below]. Now one can perform an analytic
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continuation to the real axis and replace the sum over Matsubara fre-
quencies by an integral over the real axis:

+oo
X35 (i) = %/_ . dw f (w) (30)

X {H(w —i0T, w+iy) — M(w + 0T, w + iyy)
+ M(w — v, w —i01) — T(w + iy, w +i07)],

where f(w) =1 /[exp(Bw) + 1] is the Fermi distribution function. Then
the nonresonant response function is expressed directly in terms of the
generalized polarizations

+oo
(@) = % / do [f(w) — flw+ ) (31)

X Re{H(w — 0%, w4+ Q4 i0") — T(w — 0+, w + Q — ¢0+)}.

The next step is to calculate these generalized polarizations. We con-
sider both cases of inelastic light (Raman) and inelastic X-ray scattering.
For Raman scattering, we can approximate ¢ = 0 because the optical
photon wavelength is so large, whereas for inelastic X-ray scattering, the
transferred momentum is nonzero q # 0.

2.3. Raman scattering: ¢ =0

The non-resonant Raman response function presented in terms of the
generalized polarizations in Eq. (31) is reduced to the calculation of the
Feynman diagrams in Fig. 1. As a result, our aim is to calculate the sum
of the products of the one-particle Green functions calculated in DMFT
and the charge vertices. Here, the momentum k enters not only through
the band energy term e [see Eqgs. (9-11)] but also through the stress-
tensor factors, namely the derivatives 8%¢(k)/0k,0ks. Furthermore, the
stress-tensor operator is contracted with polarization vectors e®7, see
Eq. (24), which vary for the different symmetries.

There are three symmetries often examined in experimental systems
with cubic symmetry. The A;, symmetry has the full symmetry of the
lattice and for the hypercubic lattice the incident and scattered light are
both polarized along the same diagonal direction, so in large dimensions
we take the initial and final polarizations to be e! = e/ = (1,1,1,1,...).
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The stress-tensor amplitude in the case of A1, symmetry (for NN hop-
ping) is equal to minus the band energy

_ g Pek) 1 D
YAy (k) = Z €a ﬁak 20k \/—5 ZICOS ko = —€(k) (32)

af

The B;, symmetry is a d-wave-like symmetry that involves crossed po-
larizers along the diagonals. In this case, we take e’ = (1,1,1,1,...) and
ef =(~1,1,—1,1,...), so the stress-tensor amplitude is as follows

o, (k) = eiel gke((? 2 - \/_ Z > cos kg (33)

ap

Finally, the By, symmetry is another d-wave-like symmetry rotated by 45
degrees; it requires the polarization vectors to satisfy e’ = (1,0, 1,0,...)
and e/ = (0,1,0,1,...), and for NN hopping there are no contributions
to the nonresonant response in this channel.

We start with the analysis of the By, symmetry, which is simplest
case to examine. Here, the response function is determined only by the
first term (bare loop) of the Feynman diagrams in Fig. 1 and there are no
contributions from the second one [13,15] because the stress-tensor factor
has momentum dependence that integrates to zero when multiplied by
the local charge vertex and summed over all momentum. The expanded

k-g/2, i,

k+q/2,i0,+iV,

k-g/2,i®,, k-q/2,i®,

k+q/2,i0,+iV, k+q/2,i0,+1V,

k-g/2,i®,, k-q/2,i®,

k+q/2,i0,+iV, k+q/2,i0,+1V,

Figure 2. Individual terms for the bare polarization in the ordered phase.
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form of the diagrams for the generalized polarization in the Bz channel
for the CDW chessboard phase is presented in Fig. 2 and is equal to

1 2 ~AA BB AB
I myr = N zk:”m <qu Gk+ A+l Gk 1, Gk+2 m+l (34)
BA AA
Gk ‘2’ Gk+2 m+l Gk: ‘2’ Gk+2 m+l>

After substituting in the expressions for the Green’s function in Egs. (9),
(10), and (11), and the expressions for the 7 amplitude from Eq. (33),
the individual contributions to II,, n,+; at ¢ = 0 become

1 _ 1.
N Z VEG Gk m+l = 5 = (iwm + pf — SF) (35)
k

Foo_(Zerl) _ Foo(Zm)

. . Zm+l Zm
X (W, + vy 4+ pf =24 ) L = ,
i Z12n o Z72n+l
1 .
Z kG k = 5 = (iwm + p — i) (36)
Foo (Zerl) _ Foo (Zm)
. . Zm+l Zm
X (iwm + v+ pf — 2B ) = ;
! Zh =2
and
N Z kG k m+l N Z k:G k: m+l (37)
_ l Zm-l—lFoo(Zm-H) ZmFoo(Zm)
2 7272, '

Hence, the total expression for the generalized polarization II,, 4 is

Foo(Zm+l) . Foo(Zm)

1 Zerl Zm
ILm - 38
ym+l ) Z2 ngn-’_l ( )
[ zwm—i—ug — X)) (iwm + v+ pl — 20 1)
+ 2Zm+lFoo(Zm+l) ZmFoo(Zm)
Zi = Zo '
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Then, after substituting this expression for II,;, 4 into Eq. (29) and re-
placing the summation over fermionic Matsubara frequencies by integrals
over the real frequency axis, the total expression for the nonresonant re-
sponse function equals

+oo
e (@) = 1 [ dwlf@) = fo+ 2) (39)
L2+ 9)] _ FulZ()
« Re Z*(w+ Q) Z(w)

72(0) — [Z (0 T P
< ([w B P+ Q- S (w4 Q)]

+ [w+ pf — 2 (W)][w + Q4 pf - EB*(w+Q)]>

N 2Z (w+ Q)F* [Z(w+ Q)] — Z(w)Foo[Z(w)]
Z2(w) = [Z*(w + Q)2
FOO_[Z(w +9Q)] FOO_[Z(w)]
Z(w+9Q) Z(w)

72(w) — 22w + Q)

X ([w—i—uf ~ 2B W)w+ Q+pf -4 (w + Q)]

+ [wH+ pf — 2 (W)][w + Q4 uf —EB(erQ)])

One can check that this expression for the Raman response function (for
Big symmetry) in the CDW phase is connected with the one for the
optical conductivity [3] by the Shastry-Shraiman relation [12]

XNB, () = Qo(), (40)

indicating that this relation continues to hold even in the ordered phases.

The case of A1, symmetry has both terms of the Feynman diagram of
Fig. 2 contributing to the expression for the nonresonant response func-
tion. According to the form of the stress-tensor factor, the summation
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Figure 3. The irreducible charge vertex becomes local in DMFT and,
accordingly, the reducible charge vertex depends only on two sublattice
indexes.

¢ b
20

= 8.+

a

a c
k+q/2,i®,+1V,

Figure 4. The Bethe-Salpeter equation for the reducible charge vertex in
CDW chessboard phase.

over momentum of the bare loop yields

H(l) _ l{ ZmJFlFOO (Zm+l) ZmFoo (Zm)

mym+l 7 9 Z2 72 }
m—+

X {(Wm + 8 — BB (iw, +ivi + pf — S 4)

T (iom + il — S8 (i + i1+ 15— Emm}

Zr3n+lF (Zm-i-l) Z?nFW(Zm)}

Zin = D

+1+

which is different from the one for the By, symmetry in Eq. (38).

The second term of the Feynman diagram in Fig. 1 describes the
charge screening effects through the reducible charge vertex, which is
defined through the irreducible one. In the DMFT approach, the irre-
ducible charge vertex I, is local and different for different sublattices (see
Fig. 3); nevertheless, it has the same functional form as in the uniform
phase, which is equal to [16]

Lo (iwm, twms; i) = Omm T m+l (42)
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e . 1 Ea Egn-l-l
ment = T G — G

This expression also follows from the partially integrated Ward identity,
derived by Janis [17]. Accordingly, the reducible charge vertex in the
CDW chessboard phase depends on two sublattice indexes and is defined
by the Bethe-Salpeter equation in Fig. 4

b
Fq m,m—+1l 6ab1—‘l71n,m+l + TF(rIn,erl Z Xg,cm,erlFtcl,m,erl? (43)
c
where we introduce the bare susceptibility

Xgl.,)m,erl Z G kJrq m—+1° (44)

Now, the generalized polarization can be presented in a compact
matrix form as follows

GAA AB GAB BB
q
H kf— ,m k+ ,m—+1 k7§ m k+ ok ,m—+1
qmmH N E Y Wc GBA GAA GBB GBA
k—§,m kt+d 5 m+l k—§,m k+d 5 m+l
AA nAB
cr| Lyt Tgpma (45)
Fq m,m-+l1 Fq,fn.,erl
AA BA AB AA
G q . 4 G ;9 ’ ~
Z 5m k' + 7erl k’/— 5m k +2 m-1 Vi’
BA BB BB AB N .
GBAy GB GBB, GA i
m k43 77n-i-l k'—35.m k + ym—+1

The next step is to put g = 0, expand the expression via partial frac-
tions with respect to the band energy € and calculate the sums over
momentum k. After some tedious algebra, we obtain the final expression

for HsrzL)m-H
_ _ ~ = 2
H(g) "= [ +1 ( +l) ( )] (46)
m,m A mtl 72, — Z?nJrl
. S = S
X { [z(2wm +uy)+ 2,udB — EB Eerl] W
m m+1

X ([i(mm +u)+2uf -85 -8 ]
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x {22 = Z2.1) = oo + = BB )i + vy + uff = 25,
x {Foo<zm+z> Foo<zm>} Rt AT

Zmt Zm | GBP —GPE,
+ [iQwm + 1) + 205 — S — 58]

yaA —»na _ _ _ _

m-+1
X o A4 [Zm-l-lFoo( m-H) - ZmFoo(Zm)]

Gt = Gl

. S~

+ [z(2wm+1/l)+2uj?—2 ZmH} CEB GB+B

m ml

X <[i(2wm +u)+2us — X0 -4 ]

x {22 = Z2.1a) = (oo + 1 = S oo + vt + it — Tt )

X {Foo_(ZmH) _ FOO(Zm)} EA Efr‘t-‘rl }
GaT G

Zm+l Zm
+ [iQwm + 1) +2uf =28 - 2D ]

B B
2 Eerl [Zm-l-lFoo( _m-H) - ZmFoo(Zm)]> }7

BB BB
Gm Gm+l

X

where

Am.,erl = det ||5ab - TF(rIn,erlXZb:O,m.,erlH (47)
comes from the solution of the Bethe-Salpeter equation in Eq. (43). Fi-
nally, the total expression for the generalized polarization is obtained as
the sum of the two contributions

Hm,m-{-l H(l)erl + H(2)

m,m+l1" (48)
Next, we perform an analytical continuation (which is straightforward
because we have the appropriate functional forms which allow us to
replace Matsubara frequencies by real frequencies) and substitute in-
to Eq. (31) which yields the final expression for the nonresonant Raman
response function in the A;, channel. This step is completely straightfor-
ward, so we do not write down the final expressions in terms of integrals
over the real frequency.

2.4. X-ray scattering: q # 0

In the case of inelastic X-ray scattering, the incident photon exchanges
both energy and momentum with the electronic matter. The entire for-




16 IIpenpunt

malism derived for Raman scattering remains the same as described
above and there is no need to rewrite it for this case. The only difference
is in the summations over momentum. The Feynman diagrams in Fig. 1
together with the Bethe-Salpeter equation in Fig. 4 contain several mo-
mentum summations which can be evaluated separately [18]. First, the
bare susceptibility in Eq. (44), which enters the Bethe-Salpeter equation
for the total charge vertex in Eq. (43), contains the following components

XAA (iwm + ﬂl]jg - 271731_) (i‘*_jm-i-l + Mf - Eﬁ.’_l) (49)
q,m, m4+l — 2ZmZm+l
X I:XO(va Zm+l; ‘J) - XO(Zm; —4Lm—+l, q)] )
BB _ (iwm + Mg - Ei)(iwmﬂ-l + Mg - E;?wrl)
Xq,m,erl - 22 Z (50)
mé&m-l
X [XO(Zm; Zm+l7 Q) - XO(Zm7 —4Lm+l, q)} )
and
1 _ _ _ _
Xéi,erl = Xﬁﬁ7m+l = 5 [XO(Zmu Ll Q) + XO(Z’N’L? —Zmis Q)} )
(51)
where
( 7m 7m+l7 q) XO(_ZN’U _ZM+la q) (52)
1 Z 1
N % kfg Zmti — kil
+oo
1 de L — €X
_— _ [ plO)Fw (2 2).
Vi-X2 ) Zm—c VI-X

Here, the function F(Z) is the Hilbert transform of the hypercubic
density of states as defined in Eq. (14) and all the transferred momentum
dependence is only through the quantity

12
=5 Zcos p- (53)
p=1

The second diagram in Fig. 1 contains summations over k and k’
which involve stress-tensor amplitudes g

a aB aA
Xq.mm+l = Zﬁyk [Gk q Gk+— m Gkg Gk+2 m+ (54)
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and there are two different terms:

W, +u§ -xB

X?,m,m-i—l = 2Zm [X:J(Zma Zm+l7 Q) + X6(2m7 _Zerl; q)}

TWma1 + MB - EEL _ _ _
SR X0 (Zims Zns1,@) = Xo(Zms —Zms1,a)]  (55)

2Zm+l
and
W + g — X8 - _ _
Xﬁm,m+l = + [X6(2m7 Zm+l7 (I) + XIO(ZWH —Lm+l, q)]
W41 + ,u Efl L _ _
= d + [ 6(Zm; Zm+l7 q) - X/O(va _Zm+l7 q)] ) (56)
2Zm+l
where
X6(2m7 Zm+l7 Q) = _XB(_Zmu _Zm-i—lu Q) (57)
1 _ 1 1
_ —_-—— ")/k — —
N% Zm_ek_% Zm+l_6k+%
/
1+X { [ m+Zm+l] XO(Z Zerla q)+Foo [Z(Zwm)]+Foo [Z(imerl)] }

Here the new momentum dependent quantity X’ is
Z ap cos I (58)

with o, = 1 for A;; symmetry and o, = (—1)? for By, symmetry.
Now we can find exact expression for the vertex corrections defined by
Eq. (45) in the following form

1

0@
Aq.,mm*LJrl

qmerl

(59)

X |:X:14,m,m+lTF$,m+lX?JB;L,m-l—lTPEL,m-i—ngm,m-i-l
+ X:;‘.,m,erl (1 =TT i1 Xg mamt1) TF;?’L,erlX:?,m,erl
+ thzg,m,m-i-l (1 - Tl—‘véz,m-i-lxéﬁz,m-i-l) TPEL,m-HXf,m,mH
+ Xg,m,erlTrﬁ,erngﬁz,erlTFﬁb,erlX:;‘,m,erl} ;
where
Agmmtl = (1 - Tffl,muxﬁfﬁl,mu) (1 - Tfﬁ,muxﬁﬁ,mﬂ) (60)

A AB B BA
- Tl—‘m,m-l-lXq,m,m-l—lTl—‘m,m-i-qu,m,m-l—l
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Finally, the bare loop contribution of the first diagram in Fig. 1 con-
tains summations over momentum k of the product of two Green func-
tions and the square of the stress-tensor factor. It is equal to

H;{anH = X0(Zm, Zms1, @) + X0(Zm, = Zm11, Q) (61)
1 ) .

+ Sy [(Wm + = S0 (w1 + pg — Efwz)

+ (it + 1 = BB (iwms + 1 — TE0)]

X [Xo(Zms Zm+1: @) = X0(Zms —Zmt1,4)]

and expressed in terms of xq as follows

)_(O(va 7m+la q) = XO(_Zma _Zerlv Q) (62)
1 9 1 1
= —_— — /y — —
N; kZm—ek7% ZmH_EkJr%
_ _ t*2 t*2X/2 [Zm + Zm+l]2X/2
= Zms Lmtis -
xol( + q){2 —x 75
X/2 _ B _ _
AT xe [Zn + Zint] { Fso[Z(iwm)] + Foo|Z(iwm41)]}
12
+ T {ZmFoolZ(iwom)] + Zoni Foc 2 (iw0m0)] = 2}

The expressions for x{ and Yo derived above appear to be different from
the ones given in Ref. [18]. In fact, they are identical (but require some
significant algebra to show this); the forms presented above are more
convenient for numerical calculations.

In contrast to Bz Raman scattering at ¢ = 0 which is determined
only by the bare loop contributions (Fig. 2), in the case of inelastic X-ray
scattering, we have both terms contributing for all symmetry channels.
The different symmetry channels are distinguished only by the different
X' factors, and, as a result, different x( and xo functions. All further nu-
merical calculations are performed by exploiting these three quantities,
but the total scheme remains the same. As a result, the generalized po-
larization in Eq. (59) is described in terms of the xo, x(, and Xo functions
and applying further analytic continuation to the real axis one can ob-
tain the nonresonant inelastic X-ray scattering response functions. The
final expressions are too long to be presented here.
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2.5. Nonresonant inelastic X-ray scattering sum rule

The sum rule for the nonresonant inelastic scattering response function
is as follows: [19,20]

+o0 T ~
1= [ aew@-FE @@, @)
where for the case of CDW ordering
ﬁ/(q) = Z Z tlil;)eiQ(R?_Rg)e_i%(Rg-’_R?)dA'iradjbu (64)
ab 1ij
y a i *_R%) i2(RY by 2 5
Y'(q) = Z Zt?ie QR;—Rj), g(RZJrRJ)d;bdia,
ab 1j

and momentum @ determines the symmetry channels

— 0 for Alg
Q B { (ﬂ-7 077T7 07 .. ) for Blg ’ (65)

After calculating all required commutators, taking the large dimen-
sional limit, and performing some cumbersome transformations (see the
Appendix), we obtain a sum rule (first moment of the nonresonant inelas-
tic X-ray scattering response function) which contains two contributions

I =1k + In. (66)

The first contribution comes from the kinetic energy term

+oo *2
I = 2(1 — X)L du f () Tm {% [ZW)FelZW)] -1]  (67)

([ 2] iz -+ 7))

and is similar to the one in the uniform case. [19] The other one originates
from the potential energy term and satisfies

+o00
In= / dw f (w) Im{z [2%(w) — Unf] (68)

— 00 a

t*2 12 aa 2ya
X [7(1—)( )G (w) + XA (w)}
+ X2 [Z(w) oo Z(w)] — 1] [SA(w) — EB(w)]2}

™ *
- §Ut 21— X'2)(n? - njj?)(n;l4 —nk).
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The first contribution in braces has the same shape as the potential
energy contribution of the sum rule in the uniform phase. [19] The other
terms appear only in the CDW phase and are proportional to the square
of the CDW order parameter (Anf)2.

By examining different points in the Brillouin zone (BZ), one can
extract information regarding the potential and kinetic-energy contribu-
tions. For instance, in the case of Raman scattering (g = 0, X = 1) we
have contributions only from the potential-energy term (Ix = 0), which
are different for the 4;, symmetry (X' = 1)

+oo
In = /_ dw f (w) Im{z [2%(w) — Unf] A (w) (69)

a

2 P 2] 1] [ ) zBW},

and for the By, symmetry (X' = 0)

a

+oo t*2
In = /_ dw f (w) Im{z [2%(w) — Unf] TG““(w)} (70)
- gUt*Q(n? - n?)(n(‘? —nB).

For other points in the BZ (inelastic X-ray scattering), we have contri-
butions from both the kinetic and potential-energy terms. For instance,
for the case of By, symmetry along the BZ-diagonal [¢ = (¢,¢.¢,¢,...),
-1 < X <1, X' =0] and for all symmetry channels at the BZ corner
[g= (%, 2,2, 2 ..), X = -1, X' = 0] we have:

a’a’>a’a’

+oo t*? _

dwf(w)Im {— [Z(w)Fs|Z (w)] — 1] } , (T

IK:2(1—X)/ 5

“+oo t*2
I = / dos f () Im{z (%) - Un§] S-Go*(w) (72)
- ﬁUt*2(nA —nBY(ng —nk)
B) f ALY d )
One can see, that in this case the kinetic-energy contribution is equal (up

to an overall constant) to the average kinetic energy which also enters
the sum rule for optical conductivity. [3]
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3. Numerical results

We begin with an analysis of nonresonant Raman scattering in the CDW
phase. We present results for the cases of a dirty metal with U = 0.5
(Fig. 5), a near critical Mott insulator with U = 1.5 (Fig. 6), and a
moderate gap Mott insulator with U = 2.5 (Fig. 7). In Fig. 5, we plot

T
T

0.8} (@) h —0.04 | (o) —0.04
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Figure 5. (Color online) Nonresonant Raman response function for the
two symmetry channels [(a) being the By channel and (b) being the A,
channel| in a dirty metal with U = 0.5. The set of curves corresponds

to a range of temperatures from the uniform to the ordered phase (7, ~
0.034).

the Raman response function for different temperatures in the case of
a dirty metal with U = 0.5. At temperatures higher then the critical
one for CDW order, we see the expected behavior for a dirty metal:
namely, there is a peak at low energy and a spread on the order of the
metallic bandwidth. The system does not have a low energy Fermi-liquid
peak, because it is not a Fermi liquid. Below the critical temperature,
when the CDW gap arises, the shape of the response function changes
significantly. The main peak is shifted to higher frequency at Q ~ U,
which corresponds to transitions between the lowest band at w < —U/2
and the upper band at w > U/2 (see the DOS in Ref. [3]). Two additional
peaks at lower frequencies correspond to the transitions from the upper
and lower bands onto the subgap states and between the subgap states
(which are present for a wide range of temperatures below 7T, but above
T = 0). Because the subgap DOS vanishes at T' = 0, these peaks must
vanish with T — 0. In panel (a), we plot the nonresonant response
function for the Bz symmetry. In this symmetry channel, there is a sharp
main peak with a square root singularity at T" = 0. This behavior was
already seen in the optical conductivity [3], and follows for the Raman
scattering directly from the Shastry-Shraiman relation in Eq. (40). For
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the Ay, channel, as plotted in panel (b), the response is much smaller and
smooth (without sharp singularities) due to the effects of the dynamical
charge screening. Note how the overall scale of the response function is
much smaller, and how there are no remnants of the sharp singularity
seen in the By, channel. Because the A, channel has the same symmetry
as the lattice, we expect the screening effects to be significant here, and to
be the strongest at low frequencies. This can also be seen in the figure.
In Fig. 6, we plot the results for a near-critical Mott insulator with

2.0 T T 0.15 T T T T
(a) —0.08 (b) —0.08
15 ---0.07 o ---0.07
2 =T 0.05 2 ! 0.05
0 17} fr
S 0.03 § 010 N 0.03
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@ 1.0t @ ‘) .
° o [ LR
o Y < 0.05- /’ ! =Y
0.5+ \\ 4 . :‘ \ . l\\
! T
0.0 0.00 —— - S
0 3 0 1 2 3 4 5
Frequency (t*) Frequency (t*)

Figure 6. (Color online) Nonresonant Raman response function for the
two symmetry channels in a near critical Mott insulator with U = 1.5.
The set of curves corresponds to a range of temperatures from the uni-
form to the ordered phase (T, ~ 0.075).

U = 1.5. The basic results remain quite similar to the metallic case. We
see the response function change dramatically as the system orders, with
complex behavior at low temperature and low energy due to the subgap
states, and then finally leading to the square root singularity in the By,
channel and smoother behavior in the A, channel, with no singularity,
and significantly reduced spectral weight. The main change is the energy
scale, since the gap is always identically equal to U at T" = 0, and this
is reflected in the “pushing” of the spectra to the right. As we go from
a near-gap insulator to a moderate-gap insulator with U = 2.5 (Fig. 7),
we once again see similar kinds of behavior. In particular, we observe
three peaks: the main CDW-gap peak at 2 = U is sharp for the B,
symmetry in panel (a) and smoothed for the A;, symmetry in panel (b)
and the two low-energy peaks have strong temperature dependence. For
nonresonant inelastic X-ray scattering, we investigate the behavior of
the response functions for the different transferred momentum values g
in the first Brillouin zone (BZ). Because all the momentum dependence
enters only through the parameters X and X', we must first understand
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Figure 7. (Color online) Nonresonant Raman response function for the
two symmetry channels in a moderate gap Mott insulator with U =
2.5. The set of curves corresponds to a range of temperatures from the
uniform to the ordered phase (T, = 0.072).

their behavior in the BZ. We want our results to make contact with
real physical systems, like a two-dimensional system, so we choose the
following paths in the first BZ: the zone diagonal (zd) path lies in the
so-called ¥-direction with ¢ = (¢,¢,¢,q,...) and =1 < X < 1; the
zone edge (ze) path lies in the Z-direction with ¢ = (%,¢,T,¢,...) and
—1 < X <0, and then continues along the zone edge path in the A-
direction with ¢ = (¢,0,¢,0,...) and 0 < X < 1. These results are
depicted in Fig. 8.

i, 5:9=(9,9.9.9, -..)
z

Fl a9 x A: ci=(q,0,q,0, -r)
Z: q=(1/a,q,m/a,q, ...)

Figure 8. Schematic of the first Brillouin zone with the high symmetry
points labeled. Although we work in infinite dimensions, we are trying
to make contact with the two-dimensional BZ.

The corresponding dependence of X and X’ along these paths are
plotted in Fig. 9. One can see, that along the Z-direction, the X’ value
and, as a result, the response functions, are the same in both symme-
try channels. For other directions, they are different. In addition, X' = 0
along the zone diagonal ¥-direction for the By, symmetry and the corre-
sponding response function is determined only by the bare contributions
with no vertex corrections entering.
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Figure 9. Plot of X and X’ along the zone diagonal path and zone edge
path in the first Brillouin zone.
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Figure 10. Nonresonant X-ray scattering response function in the By,
(left panel) and A4 (right panel) channels for U = 0.5 along the zone
diagonal and zone edge of the first Brillouin zone. The set of curves
correspond to temperatures T = 0.04, 0.03, 0.02, 0.015.

Having established the values of X and X’ that we are using, we
now show our numerical calculations of the nonresonant inelastic X-ray
response functions for the case of a dirty metal with U = 0.5 at different
temperatures and transferred momentum. In Fig. 10, we present results
for the Bz and A;, symmetries. At the zone center (X = 1), the response
is the Raman scattering (see figures above) with sharp features in the B,
channel and with strong screening in the A, channel. When we move
away of the zone center, first of all, the sharp square root singularity at
Q = U in the Bjg channel is rapidly replaced by a step like behavior
with a strong enhancement at the Brillouin zone corner X = —1, when
the transferred momentum coincides with the CDW wave vector. For
the A;, symmetry, we have a different scenario: there is a continuous
enhancement without any sharp features, when we move along the zone
diagonal and there is a continuous development of a step-like feature,
when we move along the zone edge with a strong enhancement at the
zone corner, because the screening due to the vertex corrections vanishes
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there (since the By and Ajg response functions are identical and have
no vertex corrections there). In both cases, there is a large enhancement
of the scattering response function as we move from the zone center to
the zone corner. This is due, in part, to the fact that the screening is
much more effective at the zone center for the A;, channel.
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Figure 11. Nonresonant inelastic X-ray scattering response function in
the By (left panel) and A;, (right panel) channels for U = 2.5 along
the zone diagonal and the zone edge of the first BZ. The set of curves
corresponds to the temperatures T' = 0.08, 0.07, 0.06, and 0.04.

Because the results for the near critical Mott insulator with U = 1.5
are similar to the results for the other two U values, we don’t show them
here. But, we do plot the results for a small gap Mott insulator, with
U = 2.5 in Fig. 11. Here, we continue to see similar behavior to what is
seen for U = 0.5, namely, the character of the response changes rapidly
as we move away from the zone-center, the differentiation of the results
for different symmetry channels is reduced, and the results coincide at
the zone corner. We also see an enhancement of the signal and a generic
broadening of the peaks as we move from the zone center to the zone
corner.

Since we have derived first-moment sum rules for all of the response
functions, we checked our numerical results by integrating the first mo-
ment of the response function and comparing that answer to the results
of the moment sum rule expectation values, which are evaluated on the
imaginary axis. In all cases we examined, we achieved essentially perfect
agreement, with errors less than 0.1%, and arising primarily from the
discretization we used in our frequency grid for the numerical integrati-
ons.

But the sum rules can actually tell us more about the system. One of
the hallmarks of the f-sum rule for the optical conductivity is that the
sum rule is fixed and does not change with temperature or interaction
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strength, so spectral weight is never lost or gained. In a projected low-
energy model, this result no longer holds, and the low-energy spectral
weight can change with temperature or U, but, as is often the case, the
changes are quite small at low temperature. We can of course investigate
this for our system in the CDW phase, by examining how the sum rule
evolves for different parameters. We begin with a plot the sum rule for the
case of strongly correlated insulator U = 2.5 in the B, channel in Fig. 12
and for the Ay, channel in Fig. 13. One can see, that for such values of
Coulomb interaction the main contribution to the sum rule comes from
the potential-energy part. The momentum dependence of the sum rule in
the Big channel is weak for the potential-energy contribution and strong
for the kinetic-energy one [notice the 1 — X factor in Eq. (67)]. For the
A1 channel, both contributions have strong momentum dependence. For
both symmetries, the largest values of the sum rule (total and for each
contribution) are observed at the BZ corner M-point (X = —1) in both
the uniform phase and the CDW phase, as could have been guessed
due to the enhancement of the overall spectral functions we observed
above. The increase in the sum rule below T, is linear in T, — T and
proportional to the square of the CDW order parameter (Ang)2. For
small values of U (see Figs. 14 and 15), the kinetic-energy contribution
gives the main contribution into the total sum rule. The kinetic-energy
contribution continues to display strong momentum dependence and for
some momentum its temperature dependence becomes quite nonlinear
below T, as we already saw for the optical sum rule. [3]

4. Conclusions

In this work, we developed the formalism for nonresonant inelastic Ra-
man and X-ray scattering in the case when the system develops CDW
order at low temperature. The formalism is a straightforward generali-
zation of the results in the paramagnetic phase, but requires a careful
accounting of the different sublattices and how they enter into the dia-
grammatic expansions. We also derived first-moment sum rules for these
spectra and related the sum rules to different expectation values that
can be immediately calculated. We find that the sum rules relate to the
potential energy in some cases, while in other cases, both the kinetic
energy and the potential energy terms enter into the expectation values.

The main result that we find, is that there is very strong temperature
dependence that sets in once we pass through 7T,. This occurs because the
system rapidly depletes subgap states as it forms the CDW gap, and then
develops a square-root singularity due to the pile-up of states at T' = 0.
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These features can be immediately seen in the light scattering response
functions. When vertex corrections act to screen the light scattering, the
square root singularity is suppressed, as is the overall magnitude of the
light scattering signal. While we see an enhancement of the response, a
broadening of the spectra, and an increase in the magnitude of the sum
rule as we move from the zone center to the zone corner, we do not see any
dramatic behavior associated with the fact that we can transfer momenta
that is equal to the ordering wavevector of the CDW. This turns out to
be similar to what was seen in the dynamical charge susceptibility of
the model as one approached T, from above [16], and may be related to
the fact that the Falicov-Kimball model has a reducible charge vertex
that assumes very different behavior for dynamical charge fluctuations
as it does for static charge fluctuations, which give rise to the underlying
CDW order.

We believe our results will be most relevant to electronic Raman
or X-ray scattering on CDW ordered systems in three dimensions. So
far, most of the Raman scattering work has focused on understanding
how phonons behave as one passes through the transition, including the
behavior of the phonon softening for the CDW mode [21]. We hope that
our results will inspire experimental groups to also consider examining
electronic Raman scattering in CDW systems to see whether they display
the kinds of features that we showed here.

In the future, we will generalize the resonant light scattering results to
the CDW phase and examine what modifications enter into the response
functions in that case.
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*

A. Sum rule derivation

In this appendix, we present details for the derivation of the first-moment
sum rules of inelastic light and X-ray scattering in the ordered CDW
phase. To begin, we must evaluate the first comutator in Eq. (63) which
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~ ad i S RY) _i9(R+R%) (~a N 7
[H,5(q)] = U D _tie' QR ERD (af — i) dl dja (73)
ija
Zt aaa { iQ(RI— R}’)efi%(R?JrR?)_eiQ(R?fR?)efig(R;’JrR?)} dT d.
ijla

Here we introduce the notations A = B and B = A and use the fact
that the hopping integral connects only sites which belong to different
sublattices.
The second commutator now gives
V(@) [H,3(@)]] = U Yt e @RI (74)
ijla

x [e A (”lf_njf) A ¢ f_”lf)} dldja

_ Z gaazaa aa|: Q(R{-R{+R;—Rj),i%(R{+R{ —R;—Rj)
n‘nj
ijlna

GQURE RS i (R —RS) | QRS — R + RS —RY) —i% (R{ +R{ ~ R}~ RY)
_ JQRI-R]) —i% (R}~ R“)}dT dja.

Next, we use the fact that the hopping is allowed only between NN sites,
and we replace j =i+ ¢ in t;’]b, where 0 runs over all of the NNs of site
i, to obtain

(B [HAW@]]) = Ut Y e (75)
i66'a
x <{ $6+8 (A sr—ivspsp) —€ 56+ (7 f_nz+5f)} dAIadi+6+5’a>
_ 3 Z o iQ(8'+8") [e—i%(é'-l-é”) (e—iqé _ 1) 4 i 8 (848 (eiqé _ 1)}
i66'6"a
<d olitorsirsm, *> :
The first term contains expectation values of three operator products

which can be calculated by introducing an auxiliary field u§ — p§ +ouf ¥
at site [ into the Hamiltonian and taking a functional derivative

T3 pc zwm) ¢ ab /-
<d}bdianl7f> TZ nl)fGin(Zwm)] (76)
5 (it ,
:TZ gf(iwm)T%G (Wm)+nf,fG$f(zwm)].

ja-
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One can immediately calculate the derivative

M ¢(12 m 1 Unc 1 —ne
T5 l('LCW ) _ S - _ f(' f)c (77)
5'ul,f (ng) (Zwm + pg — /\fn)(zwm +pb — )‘fn _ U)
_ X = Ung
UG,

from the solution of the single-imputity problem. After substituting this
result into Eq. (75), we find that

I= _g 3 % > G (iwm) (78)
m a k

2 2 T e — Unf

x [Ekfng(Gk—q—Ek) + €k+%7Q(6k+q_6k)} + 9 Z Z T Ga

X

——

1 aa (; 1 aa /-
N Z Gk: ('me)ﬁk,%,Qﬁ Z Gk’ (Zu)m)ek/,%,Q
k Kk’
1 aa ( 1 aa
+ N Z Gy (zwm)ek+%_QN Z Gt (lwm)er 1@
k Kk’
T a a a a
— 5 2. [T - Unf+U(m§ —nf)]
NZ G (iwm) (ei g Q+ek+q,Q).
k

The summations over momentum can be explicitly performed as follows:

1 _ _ —

~ S GE (iwm)er—3-q = X' [ZmFoo(Zm) — 1] ; (79)
k

1 Z3 | t+?

N Z G (Zwm)equfQ =% { 7(1 = X"*)Fos(Zm)
k m
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where
Zy, = W, + g — 2. (80)

Finally, the sum rule (first moment of the response function) contains
two contributions

I =1k + In1. (81)
The first contribution comes from the kinetic energy term
+oo t*2 B B
Ix =2(1- X)/ dw f(w) Im - [Z(w)Fos|Z(w)] — 1] (82)
23 25 ~
- X2[502 [2(0) Pl Z(w)] - 1]

- 2) [2)Ful2()) - 1] + 5 }

and the second one comes from the potential-energy term

+oo
In :/ dwf(w) ImZ{ [2%(w) — Unf] (83)

— 00

v (%(1 — X?)G W) + X2 (w) [2(w) P Z(w)] 1]

[Z(w) Foo[Z(w)] - 1]2>

+U(n% —n?) <%(1—X’2)G‘“‘(w) + X2 2%w) [Z(w)Fo[Z(w)] - 1}) }

Using the identities Z(w)Fuo[Z (w)]—1 = A (w)GA4 (w) = NP (w)GPB(w)
and [G*(w)]™! = Z%w) — A\*(w), we can rewrite the potential-energy
term contribution in the final form of Eq. (68), where we use the fact
that in equilibrium pj = p? and Z4(w) — ZB(w) = 2B (w) — T4 (w).
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Figure 12. Biz sum rules as a function of temperature for U = 2.5.
(a) The kinetic-energy contribution Ix /(1 — X): 1 — zone-diagonal X-
direction (-1 < X < 1, X’ = 0); 2 — X-point at zone-edge (X = 0).
(b) The potential-energy contribution Ir;: 1 — zone-diagonal 3-direction
(1< X <1, X'"=0); 2 — zone-edge X = —0.5; 3 — zone-edge X =0
(X-point); 4 — zone-edge X = 0.5. The thin lines correspond to the
uniform solution artificially continued below 7.
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Figure 13. Ay, sum rules as a function of temperature for U = 2.5. (a)
The kinetic-energy contribution Ik /(1 — X): 1 — zone-diagonal X =
0; 2 — M-point at zone-corner (X = —1); 3 — X-point at zone-edge
(X = 0). (b) The potential-energy contribution I;: 1 — I'-point at BZ
center (X = 1); 2 — zone-diagonal X = 0; 3 — BZ corner X = —1
(M-point); 4 — zone-edge X = 0 (X-point). The thin lines correspond
to the uniform solution artificially continued below T..
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Figure 14. Bj, sum rules as a function of temperature for U = 0.5 (we
plot the same cases as in Fig. 12).

I S T ..o _____ 0.20F
040F==========% |
0.18}
0.36} (a) | 0.16
< 0.14f
! =]
T 0% ~ 012
_x
0.28} —; | 0.10F
3 0.08}
0.24} 0.06
0.00 0.01 0.02 0.03 0.04 0.00 0.01 0.02 0.03 0.04
T T

Figure 15. Ay, sum rules as a function of temperature for U = 0.5 (we
plot the same cases as in Fig. 13).




