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We calculate the total electronic Raman scattering spectrum for a system with a charge density wave on an
infinite-dimensional hypercubic lattice. The problem is solved exactly for the spinless Falicov-Kimball model
with dynamical mean-field theory. We include the nonresonant, mixed, and resonant contributions in three
common experimental polarizations, and analyze the response functions for representative values of the energy
of the incident photons. The complicated scattering response can be understood from the significant tempera-
ture dependence of the many-body density of states and includes a huge enhancement for photon frequencies
near the charge-density-wave gap energy.
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I. INTRODUCTION

Inelastic light scattering is a powerful probe of the charge
fluctuations in a strongly correlated material.1 By using po-
larizers on the incident and the reflected light, one can ex-
amine different symmetry channels for the charge excita-
tions, and how easily they can scatter light. Using inelastic
light scattering, one can learn about the symmetry of under-
lying order, such as the d-wave superconductivity in the
high-temperature superconductors. Here, we will focus on
the effects of static charge-density-wave �CDW� order on the
inelastic light scattering of a strongly correlated material.

The field of inelastic light scattering has been increasing
in interest. When x-rays are used for the light source, one can
examine resonant inelastic x-ray scattering, where both en-
ergy and momentum are exchanged between the light and the
charge excitations of the solid. Here, we focus on the zero-
momentum limit, where only energy is exchanged, because
we will be using optical light. Hence we will be examining
resonant effects in electronic Raman scattering. The dynami-
cal mean-field theory �DMFT� approach to this problem was
completed a few years ago2–5 in the normal state. One of the
interesting results from that work was that one could see a
joint resonance of low-energy features with higher energy
features when the photon energy was on the order of the
interaction strength U between the electrons. When one has
charge-density-wave order, there are two additional compli-
cations that arise: �i� the density of states �DOS� has signifi-
cant temperature dependence below Tc, where excitations
with energies smaller than the gap energy will be depleted as
T→0 and �ii� the DOS develops sharp, singular peaks as
T→0 that arise at the gap edge. One would hence expect the
Raman response to have much more temperature dependence
than what was seen in the normal state and to have more
striking resonant effects because of the sharp peaks which
develop due to a pileup of the DOS at the gap edge. Indeed,
the nonresonant Raman response, in the CDW phase, shows
dramatic effects due to the singularity in the DOS in some of
the symmetry channels.16

CDW order is also interesting because there are a number
of strongly correlated materials that display this behavior.

The most prevalent class of such materials are the transition
metal dichalchogenides and trichalchogenides, which display
either quasi-one-dimensional �NbSe3� or quasi-two-
dimensional �TaSe2 or TbTe3� CDW order.6–8 In addition,
there are known three-dimensional systems such as BaBiO3
and Ba1−xKxBiO3 which display charge-density-wave order
via nesting on a bipartite lattice at half-filling.9 This latter
example is particularly relevant to our work, since the
DMFT is more accurate as the dimensionality increases. One
of the longstanding questions in the field is the question of
whether the order is driven electronically, with a lattice in-
stability following the electronic instability, or vice versa.
We would not have any direct answers to that question in this
work since we are not examining time-resolved phenomena
but we will note that experimental light scattering work has
already examined the phonon softening phenomena that is
associated with the lattice distortion.10 Here we focus on
electronic effects, which would be the obvious next genera-
tion of experimental probes on these systems.

We will be varying the photon energy over a wide range
of different values. We will see the most remarkable resonant
effects when the photon energy is equal to the gap energy, as
one might naively expect. For many CDW systems, this gap
energy is at most a few hundred millielectron volt, which is
much below the optical photon energies. Hence, the experi-
mentally most relevant results will rely on examining joint
resonant effects, such as what was observed in the normal
state in previous calculations. But we also will focus some
attention on the most dramatic resonant effects under the
hope that such CDW systems, made from strongly correlated
electronic systems, might be found in the future, and that
they can be studied with electronic Raman scattering.

We use the Falicov-Kimball model in our analysis be-
cause it is one of the simplest models11 which possesses
static CDW ordering and has an exact solution within DMFT
�Ref. 12� �for a review see Ref. 13�. In particular, the irre-
ducible charge vertex is known exactly and that is needed to
examine the charge screening effects. Our work also extends
recent results on transport, optical conductivity, and nonreso-
nant x-ray scattering in CDW systems14–16 to the realm of
resonant inelastic light scattering. A brief report on resonant
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Raman scattering has also appeared as a conference
proceeding.17

The organization of this paper is as follows: in Sec. II, we
introduce the model and briefly review the dynamical mean-
field theory approach in the ordered phase; in Sec. III, we
describe the general formalism for inelastic light scattering;
in Sec. IV, we focus on the detailed formulas for the mixed
and resonant contributions to Raman scattering; in Sec. V,
we present our numerical results and we analyze the Raman
scattering response for two different cases; and in Sec. VI,
we present our conclusions.

II. ORDERED PHASE DYNAMICAL MEAN-FIELD
THEORY

Historically, the Falicov-Kimball model11 was introduced
in 1969 to describe metal-insulator transitions in rare-earth
compounds and transition-metal oxides involving a simpli-
fied two-band model with localized heavy electrons and itin-
erant light electrons which hop between sites. The mobile
electrons hop to neighboring sites with a hopping integral −t
and they interact with the localized particles at the same site
with the Coulomb energy U. The mobile electron creation

�annihilation� operator at site i is denoted by d̂i
†�d̂i� and the

local electron creation �annihilation� operator at site i is

f̂ i
†� f̂ i�. We perform our calculations at half-filling because, in

this case, there is an insulating CDW phase at low tempera-
ture for all values of U. The explicit formula for the Hamil-
tonian appears in Eqs. �1� and �2�.

An algorithm to determine the �period-two� ordered-phase
Green’s functions �within DMFT� was developed by Brandt
and Mielsch18 shortly after Metzner and Vollhardt19 intro-
duced the idea of the many-body problem simplification in
large dimensions. The CDW order parameter displays
anomalous behavior at weak coupling,20,21 and higher period
ordered phases are possible, and have been examined on the
Bethe lattice.22 In previous works,14–16 the transport proper-
ties and nonresonant inelastic light and x-ray scattering were
examined in the commensurate CDW phase. A detailed de-
scription of the DMFT solution for the CDW phase of the
Falicov-Kimball model has also appeared in our previous
papers15,16 so we restrict ourselves to a brief summary in
order to establish our notation.

We work on an infinite-dimensional hypercubic lattice
with nearest-neighbor hopping. This lattice is bipartite, im-
plying that it can be divided into two sublattices, denoted A
and B, with the hopping being nonzero only between the
different sublattices. In this case, the Falicov-Kimball model
has particle-hole symmetry, and the noninteracting Fermi
surface is nested at half-filling with an ordering wave vector
at the zone boundary along the diagonal, which implies the
CDW order will lie on the sublattice structure, with the den-
sity of the light and of the heavy electrons being uniform on
each sublattice, but different on the different sublattices. This
difference in electron filling serves as the order parameter for
the CDW phase. Keeping this in the mind, we introduce
sublattice indices into the Falicov-Kimball model Hamil-
tonian

Ĥ = �
ia

Ĥi
a − �

ijab

tij
abd̂ia

† d̂jb, �1�

where i and a=A or B are the site and sublattice indices,
respectively, and tij

ab is the hopping matrix, which is nonzero
only between different sublattices �tij

AA= tij
BB=0�. The local

part of the Hamiltonian is equal to

Ĥi
a = Un̂id

a n̂if
a − �d

an̂id
a − � f

an̂if
a �2�

with the number operators of the itinerant and localized elec-

trons given by n̂id= d̂i
†d̂i and n̂if = f̂ i

† f̂ i, respectively. For com-
putational convenience, we have introduced different chemi-
cal potentials for different sublattices, which allows us to
work with a fixed order parameter, rather than iterating the
DMFT equations to determine the order parameter �which is
subject to critical slowing down near Tc�. The system
achieves its equilibrium state when the chemical potential is
uniform throughout the lattice ��d

A=�d
B and � f

A=� f
B�.

The first step of the DMFT approach is to scale the hop-
ping matrix element as −t=−t� /2�D �we use t�=1 as the unit
of energy� and then take the limit of infinite dimensions
D→�.19 The self-energy is then local

�ij
ab��� = �i

a����ij�ab �3�

and in the case of two sublattices has two values �A��� and
�B���. As a result, the DMFT equations become matrix
equations for the CDW phase. Hence, we can write the so-
lution of the Dyson equation �in momentum space� in a ma-
trix form

Gk��� = �z��� − tk�−1, �4�

where the irreducible part z��� and the hopping term tk are
represented by the following 2�2 matrices:

z��� = �� + �d
A − �A��� 0

0 � + �d
B − �B���

� ,

tk = � 0 �k

�k 0
� �5�

with the band structure �k satisfying �k=
−t� limD→��i=1

D cos ki /�D. Then we can represent the local
Green’s function on sublattice a

Gaa��� =
1

N
�

k
Gk

aa��� �6�

in terms of the local dynamical mean field 	a���, via

Gaa��� =
1

� + �d
a − �a��� − 	a���

. �7�

Finally, we close the system of equations for �a��� and
	a��� by finding the local Green’s function from the solution
of an impurity problem in the dynamical mean field 	a���.
For the Falicov-Kimball model such a problem can be solved
exactly and the result is equal to
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Gaa��� =
1 − nf

a

� + �d
a − 	a���

+
nf

a

� + �d
a − U − 	a���

, �8�

where nf
a is the average concentration of the localized elec-

trons on the sublattice a. In the CDW phase, the total con-
centration of localized electrons is fixed nf

A+nf
B=const and

the difference of the concentrations on each sublattice 
nf
=nf

A−nf
B is the order parameter of the CDW phase and is

defined from the equilibrium condition on the sublattice
chemical potentials: � f

A−� f
B=0.

Numerical solutions of these equations are given in Ref.
15, where the evolution of the DOS in the CDW-ordered
phase is shown. At T=0, a real gap develops of magnitude U
with square root singularities at the band edges �even on the
hypercubic lattice which has infinite tails to the DOS in the
normal state�. As the temperature increases, the system de-
velops substantial subgap DOS which are thermally activated
within the ordered phase. Additional plots of the DOS can be
found in Ref. 15. Note that the singular behavior occurs for
one of the “inner” band edges on each sublattice and that the
subgap states develop very rapidly as the temperature rises
and completely fill in the CDW gap at the critical tempera-
ture Tc.

III. FORMALISM FOR INELASTIC LIGHT SCATTERING

The interaction of a weak external transverse electromag-
netic field A with an electronic system with nearest-neighbor
hopping is described by the Hamiltonian23,24

Hint = −
e

�c
�

k
j�k� · A�− k�

+
e2

2�2c2�
kk�

�
�

A��− k���,�k + k��A�− k�� , �9�

where the current operator and stress tensor for itinerant
electrons are equal to

j��q� = �
abk

�tab�k�
�k�

d̂a
†�k + q/2�d̂b�k − q/2� �10�

and

��,�q� = �
abk

�2tab�k�
�k� � k

d̂a
†�k + q/2�d̂b�k − q/2� , �11�

respectively. Here tab�k� are the components of the 2�2
hopping matrix in Eq. �5�. The general formula for the in-
elastic light scattering cross section

R�q,�� = 2��
i,f

e−�i

Z
��� f − �i − ��

� 	�
�

g�ki�g�k f�e�
i e

f 
f �M̂��q��i�	2
�12�

is expressed23,24 through the square of the scattering operator


f �M̂��q��i� = 
f ���,�q��i� + �
l
� 
f �j�k f��l�
l�j��− ki��i�

�l − �i − �i

+

f �j��− ki��l�
l�j�k f��i�

�l − �i + � f
� , �13�

which contains both nonresonant and resonant contributions.
Here �=�i−� f and q=ki−k f are the transferred energy and
momentum of the photons, respectively, ei�f� is the polariza-
tion of the initial �final� states of the photons and �i�f� denotes
the electronic energies for the initial i and final f electronic
eigenstates. The quantity g�q�= �hc2 /V�q�1/2 is called the
“scattering strength” with �q=c�q�, and Z is the partition
function for the electronic system. The nonresonant part of

the scattering operator M̂�q� is constructed from the stress
tensor and the resonant one is constructed from the square of
the current operators. After substituting the expression for
the scattering operator into the formula for scattering cross
section, one obtains three terms in the response function
��q ,��: a nonresonant term; a mixed term; and a pure reso-
nant term. The result is

R�q,�� =
2�g2�ki�g2�k f�
1 − exp�− ��

��q,�� , �14�

where

��q,�� = �N�q,�� + �M�q,�� + �R�q,�� . �15�

In Ref. 3, we have described in detail how to extract the
components of the cross section from the appropriate corre-
lation functions in the normal phase: we must calculate cor-
responding multitime correlation functions for imaginary
Matsubara frequencies and then analytically continue to the
real axis. Inelastic light scattering examines charge excita-
tions of different symmetries by employing polarizers on
both the incident and scattered light. The A1g symmetry has
the full symmetry of the lattice and is primarily measured by
taking the initial and final polarizations to be ei=e f

= �1,1 ,1 ,1 , . . .�. The B1g symmetry involves crossed polariz-
ers: ei= �1,1 ,1 ,1 , . . .� and e f = �−1,1 ,−1 ,1 , . . .�; while the
B2g symmetry is also using crossed polarizers, but with the
polarizers rotated by 45°; it requires the polarization vectors
to satisfy ei= ��2,0 ,�2,0 , . . .� and e f = �0,�2,0 ,�2, . . .�.
�Note in previous work we used the wrong normalization for
the B2g polarization vectors resulting in a resonant response a
factor of four smaller.� For Raman scattering �q=0�, it is
easy to show that for a system with only nearest-neighbor
hopping and in the limit of large spatial dimensions, the A1g
sector has contributions from nonresonant, mixed and reso-
nant scattering, the B1g sector has contributions from non-
resonant and resonant scattering only, and the B2g sector is
purely resonant.25,26 These results continue to hold in the
ordered phase.

IV. MIXED AND RESONANT CONTRIBUTIONS TO THE
SCATTERING RESPONSE

Since the nonresonant contributions to Raman scattering
in the ordered phase have already been determined,16 we
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focus here on the modifications needed in the ordered phase
to calculate the mixed and resonant responses. As discussed
above, the mixed and resonant response functions are ex-
tracted from the corresponding multitime correlation func-
tions. For the mixed one, the appropriate response function is
built on the stress tensor and two current operators, as fol-
lows:

��̃,f ,i��1,�2,�3� = 
T��̃��1�j�f���2�j�i���3�� . �16�

The symbol T� is a time ordering operator �
 . . . �
=Tr�e−Ĥ

¯� /Z�. Here we have introduced a compact nota-
tion for the contraction of the stress tensor and current op-
erators �Eqs. �10� and �11� for q=0, ki�f�=0� with the polar-
ization vectors, as follows:

�̃ = �
�

e�
i ��,e

f ,

j�i� = �
�

e�
i j�,

j�f� = �
�

e�
f j�, �17�

respectively. The next step is to perform the Fourier transfor-
mation from imaginary time to imaginary Matsubara fre-
quency, and, as a result, the mixed correlation function is
represented as a sum over Matsubara frequencies of the gen-
eralized polarizations as follows:

��̃,f ,i�i�i − i� f,i� f,− i�i� = T�
m

��m−f ,m+i−f ,m
M + �m+i,m+i−f ,m

M � .

�18�

Here we introduce the shorthand notation �m−f ,m+i−f ,m
M

=�M�i�m− i� f , i�m+ i�i− i� f , i�m� for the dependence on the
fermionic i�m= i�T�2m+1� and bosonic i�l= i2�Tl Matsub-
ara frequencies. The corresponding Feynman diagrams for
the generalized contributions to the mixed response function
are shown in Fig. 1, where the first and third diagrams cor-
respond to the first term in Eq. �18� and the other two dia-
grams correspond to the second one.

For the resonant response function, we construct the four-
time correlation function with four current operators as fol-
lows:

�i,f ,f ,i��1,�2,�3,�4� = 
T�j�i���1�j�f���2�j�f���3�j�i���4��
�19�

and in the same way as for the mixed one, the resonant
response function is expressed as a sum of the generalized
polarizations over Matsubara frequencies

�i,f ,f ,i�− i�i,i� f,− i� f�,i�i��

= T�
m

��m,m−f ,m+i−f ,m−f�
R,I + �m,m+f�,m−i+f ,m+f

R,I

+ �m,m+i,m+i−f ,m−f�
R,II + �m,m−f ,m+i−f ,m+i�

R,II � . �20�

The corresponding Feynman diagrams for the generalized
contributions to the resonant response function are shown in

Fig. 2, where we introduce additional sublattice indices a to
s. Each term in Eq. �20� corresponds to a separate line in Fig.
2, respectively. There are also other contributions to the four-
time correlation function in Eq. �19� but they do not contrib-
ute to the scattering cross section �see Ref. 3 for details�. For
the B1g and B2g symmetries, the generalized polarization
�m,m−f ,m+i−f ,m−f�

R,I is a sum of the first two diagrams in the first
line of Fig. 2 �the bare loop and the vertical renormalization�

FIG. 1. �Color online� Feynman diagrams for the generalized
polarizations of the mixed response function. Due to the static na-
ture of the irreducible charge vertex of the Falicov-Kimball model,
we have i�m= i�m�.

FIG. 2. �Color online� Feynman diagrams for the generalized
polarizations of the resonant response function.
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and the generalized polarization �m,m+i,m+i−f ,m−f�
R,II contains

only the first diagram in the third line �the bare loop�,
whereas for the A1g symmetry, all diagrams in the corre-
sponding lines �the bare loop, the vertical renormalization,
and the horizontal renormalization� contribute.

The next step is to derive analytic expressions for these
mixed and resonant generalized polarizations. There are two
types of Feynman diagrams �for both the mixed and resonant
contributions as well as for the nonresonant one16�: bare
loops and renormalized loops �see Figs. 1 and 2�. First we
consider the bare loops and then the renormalized ones. The
bare term for the mixed response �1,2,3

M,b in the CDW phase is
equal to

�1,2,3
M,b =

1

N
�

k
jk
�i�jk

�f��̄k�Gk,1
AAGk,2

BAGk,3
BB + Gk,1

AAGk,2
BBGk,3

AB

+ Gk,1
ABGk,2

AAGk,3
BB + Gk,1

ABGk,2
ABGk,3

AB + Gk,1
BAGk,2

BAGk,3
BA

+ Gk,1
BAGk,2

BBGk,3
AA + Gk,1

BBGk,2
AAGk,3

BA + Gk,1
BBGk,2

ABGk,3
AA�

=
1

2
��i�1 + �d

B − �1
B��i�3 + �d

A − �3
A� + �i�1 + �d

B − �1
B�

� �i�2 + �d
A − �2

A� + �i�2 + �d
B − �2

B��i�3 + �d
A − �3

A�

+ �i�2 + �d
A − �2

A��i�3 + �d
B − �3

B� + �i�1 + �d
A − �1

A�

� �i�2 + �d
B − �2

B� + �i�1 + �d
A − �1

A��i�3 + �d
B − �3

B��

� Z̄1F��Z̄1�

�Z̄2
2 − Z̄1

2��Z̄3
2 − Z̄1

2�
+

Z̄2F��Z̄2�

�Z̄1
2 − Z̄2

2��Z̄3
2 − Z̄2

2�

+
Z̄3F��Z̄3�

�Z̄1
2 − Z̄3

2��Z̄2
2 − Z̄3

2�
� +  Z̄1

3F��Z̄1�

�Z̄2
2 − Z̄1

2��Z̄3
2 − Z̄1

2�

+
Z̄2

3F��Z̄2�

�Z̄1
2 − Z̄2

2��Z̄3
2 − Z̄2

2�
+

Z̄3
3F��Z̄3�

�Z̄1
2 − Z̄3

2��Z̄2
2 − Z̄3

2�
� . �21�

Here, we use the shorthand notation for frequencies: i�1,
i�2, and i�3→1, 2, and 3, with jk

�i�f��=��e�
i�f� ��k

�k�
and �̄k

=��e�
i �2�k

�k��k
e

f , and Z̄��� defined by

Z̄��� = ��� + �d
A − �A������ + �d

B − �B���� , �22�

where

F��Z̄���� =� d�����
1

Z̄��� − �
�23�

is the Hilbert transform of the noninteracting density of
states, which satisfies ����=exp�−�2 / t�2� / t��� for the
infinite-dimensional hypercubic lattice.

The bare loop for the resonant response �1,2,3,4
R,b �Fig. 2� in

the CDW phase is equal to

�1,2,3,4
R,b =

1

N
�

k
�

a�b,c�d

A,B

�
h�g,l�n

A,B

jk
�i�jk

�f�jk
�i�jk

�f�Gk,1
na Gk,2

bc Gk,3
dh Gk,3

gl

=
1

4���i�1 + �d
A − �1

A��i�2 + �d
B − �2

B�

��i�3 + �d
A − �3

A��i�4 + �d
B − �4

B� + �i�1 + �d
B − �1

B�

��i�2 + �d
A − �2

A��i�3 + �d
B − �3

B��i�4 + �d
A

− �4
A���1�Z̄1,Z̄2,Z̄3,Z̄4� + �

���

�1,. . .,�4

�i� + �d
A − ��

A��i�

+ �d
B − ��

B��1��Z̄1,Z̄2,Z̄3,Z̄4� + 2�1��Z̄1,Z̄2,Z̄3,Z̄4�� .

�24�

Here we introduce three quantities �1�Z̄1 , Z̄2 , Z̄3 , Z̄4�,
�1��Z̄1 , Z̄2 , Z̄3 , Z̄4�, and �1��Z̄1 , Z̄2 , Z̄3 , Z̄4�, which are equal to

�1�Z̄1,Z̄2,Z̄3,Z̄4� =
1

N
�

k

1

�Z̄1
2 − �k

2��Z̄2
2 − �k

2��Z̄3
2 − �k

2��Z̄4
2 − �k

2�

=
F��Z̄1�/Z̄1

�Z̄2
2 − Z̄1

2��Z̄3
2 − Z̄1

2��Z̄4
2 − Z̄1

2�

+
F��Z̄2�/Z̄2

�Z̄1
2 − Z̄2

2��Z̄3
2 − Z̄2

2��Z̄4
2 − Z̄2

2�

+
F��Z̄3�/Z̄3

�Z̄1
2 − Z̄3

2��Z̄2
2 − Z̄3

2��Z̄4
2 − Z̄3

2�

+
F��Z̄4�/Z̄4

�Z̄1
2 − Z̄4

2��Z̄2
2 − Z̄4

2��Z̄3
2 − Z̄4

2�
, �25�

�1��Z̄1,Z̄2,Z̄3,Z̄4� =
1

N
�

k

�k
2

�Z̄1
2 − �k

2��Z̄2
2 − �k

2��Z̄3
2 − �k

2��Z̄4
2 − �k

2�

=
Z̄1F��Z̄1�

�Z̄2
2 − Z̄1

2��Z̄3
2 − Z̄1

2��Z̄4
2 − Z̄1

2�

+
Z̄2F��Z̄2�

�Z̄1
2 − Z̄2

2��Z̄3
2 − Z̄2

2��Z̄4
2 − Z̄2

2�

+
Z̄3F��Z̄3�

�Z̄1
2 − Z̄3

2��Z̄2
2 − Z̄3

2��Z̄4
2 − Z̄3

2�

+
Z̄4F��Z̄4�

�Z̄1
2 − Z̄4

2��Z̄2
2 − Z̄4

2��Z̄3
2 − Z̄4

2�
�26�

and
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�1��Z̄1,Z̄2,Z̄3,Z̄4� =
1

N
�

k

�k
4

�Z̄1
2 − �k

2��Z̄2
2 − �k

2��Z̄3
2 − �k

2��Z̄4
2 − �k

2�

=
Z̄1

3F��Z̄1�

�Z̄2
2 − Z̄1

2��Z̄3
2 − Z̄1

2��Z̄4
2 − Z̄1

2�

+
Z̄2

3F��Z̄2�

�Z̄1
2 − Z̄2

2��Z̄3
2 − Z̄2

2��Z̄4
2 − Z̄2

2�

+
Z̄3

3F��Z̄3�

�Z̄1
2 − Z̄3

2��Z̄2
2 − Z̄3

2��Z̄4
2 − Z̄3

2�

+
Z̄4

3F��Z̄4�

�Z̄1
2 − Z̄4

2��Z̄2
2 − Z̄4

2��Z̄3
2 − Z̄4

2�
, �27�

respectively.
The renormalized loops in the Feynman diagrams in Figs.

1 and 2 describe the charge screening effects through the
reducible charge vertex, which is defined through the irre-
ducible one by a Bethe-Salpeter equation. In the DMFT ap-
proach, the irreducible charge vertex �a is local but is differ-
ent for different sublattices in the CDW ordered phase �see
Ref. 16�. Nevertheless, it has the same functional form �when
expressed as a functional of the Green’s function and self-
energy� as in the normal state27–29 and is equal to

�a�i�m,i�m�;i�l� = �mm��m,m+l
a ,

�m,m+l
a =

1

T

�m
a − �m+l

a

Gm
aa − Gm+l

aa �28�

for the Falicov-Kimball model �an explicit formula for other
models is unknown�. This expression also follows from the
partially integrated Ward identity derived by Janiš.30 Because
in the CDW phase the irreducible charge vertex is local both
in the lattice and sublattice indices, the reducible one de-
pends on two sublattice indices and is defined by the Bethe-
Salpeter equation

�̃m,m+l
ab = �ab�m,m+l

a + T�m,m+l
a �

c

�m,m+l
ac �̃m,m+l

cb , �29�

where we introduce the bare susceptibility

�m,m+l
ab = −

1

N
�

k
Gk,m

ab Gk,m+l
ba . �30�

The lattice Green’s functions can be derived from the Dyson
equation in Eq. �4� and are equal to

Gk,m
AA =

i�m + � − �m
B

Z̄m
2 − �k

2
,

Gk,m
BB =

i�m + � − �m
A

Z̄m
2 − �k

2
,

Gk,m
AB = Gk,m

BA =
�k

Z̄m
2 − �k

2
. �31�

Expressions for the renormalized loops have a similar form
for all contributions �nonresonant, mixed, and resonant� and
differ only in the loops attached to the left and right sides of
the total reducible charge vertex. The renormalized loop for
the mixed response is then equal to

�1,2,3
M,r = �� j j

A�i�1,i�2,i�3�� j j
B�i�1,i�2,i�3��T��̃1,3

AA �̃1,3
AB

�̃1,3
BA �̃1,3

BB
�

���̄
A�i�1,i�3�

��̄
B�i�1,i�3� � , �32�

where we introduce the quantities

� j j
A�i�1,i�2,i�3�

=
1

N
�

k
jk
�i�jk

�f��Gk,�1

AA Gk,�2

BA Gk,�3

BA + Gk,�1

AA Gk,�2

BB Gk,�3

AA

+ Gk,�1

AB Gk,�2

AA Gk,�3

BA + Gk,�1

AB Gk,�2

AB Gk,�3

AA �

= �i��1 + �2 + �3� + 3�d
B − �1

B − �2
B − �3

B�

� Z̄1F��Z̄1�

�Z̄2
2 − Z̄1

2��Z̄3
2 − Z̄1

2�

+
Z̄2F��Z̄2�

�Z̄1
2 − Z̄2

2��Z̄3
2 − Z̄2

2�
+

Z̄1F��Z̄3�

�Z̄1
2 − Z̄3

2��Z̄2
2 − Z̄3

2�
�

+ �i�1 + �d
B − �1

B��i�2 + �d
A − �2

A��i�3 + �d
B − �3

B�

� F��Z̄1�/Z̄1

�Z̄2
2 − Z̄1

2��Z̄3
2 − Z̄1

2�

+
F��Z̄2�/Z̄2

�Z̄1
2 − Z̄2

2��Z̄3
2 − Z̄2

2�
+

F��Z̄3�/Z̄3

�Z̄1
2 − Z̄3

2��Z̄2
2 − Z̄3

2�
� �33�

and � j j
B�i�1 , i�2 , i�3�, obtained from Eq. �33� by the replace-

ment A↔B, to the left of the charge vertex with

��̃
A�i�1,i�3� =

1

N
�

k
�̄k�Gk,�1

AA Gk,�3

BA + Gk,�1

AB Gk,�3

AA � = �i��1 + �3�

+ 2�d
B − �1

B − �3
B� Z̄1F��Z̄1� − Z̄3F��Z̄3�

Z̄3
2 − Z̄1

2 �
�34�

and ��̃
B�i�1 , i�3�, obtained from Eq. �34� by the replacement

A↔B, to the right of the charge vertex. Now we can find the
exact expression for the vertex corrections defined by Eq.
�32� with the following form:
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�1,2,3
M,r =

1


1,3
�� j j

A�i�1,i�2,i�3�T�1,3
A �1,3

ABT�1,3
B ��̃

B�i�1,i�3�

+ � j j
A�i�1,i�2,i�3��1 − T�1,3

B �1,3
BB�T�1,3

A ��̃
A�i�1,i�3�

+ � j j
B�i�1,i�2,i�3��1 − T�1,3

A �1,3
AA�T�1,3

B ��̃
B�i�1,i�3�

+ � j j
B�i�1,i�2,i�3�T�1,3

B �1,3
BAT�1,3

A ��̃
A�i�1,i�3�� , �35�

where


1,3 = �1 − T�1,3
A �1,3

AA��1 − T�1,3
B �1,3

BB� − T�1,3
A �1,3

ABT�1,3
B �1,3

BA .

�36�

For the resonant response function, the renormalized loops in
Feynman diagrams are defined in the same way as the mixed
one and in a compact form we have

�1,2,3,4
R,r =

1


1,3
�� j j

A�i�1,i�2,i�3�

�T�1,3
A �1,3

ABT�1,3
B � j j

B�i�3,i�4,i�1� + � j j
A�i�1,i�2,i�3�

��1 − T�1,3
B �1,3

BB�T�1,3
A � j j

A�i�3,i�4,i�1�

+ � j j
B�i�1,i�2,i�3�

��1 − T�1,3
A �1,3

AA�T�1,3
B � j j

B�i�3,i�4,i�1�

+ � j j
B�i�1,i�2,i�3�T�1,3

B �1,3
BAT�1,3

A � j j
A�i�3,i�4,i�1�� .

�37�

Now we have the same quantities � j j
A�i�1 , i�2 , i�3� to the left

and to the right of the charge vertex. For nonresonant scat-
tering, the renormalized contributions have the same form
with � j j

a �i�1 , i�2 , i�3� replaced by ��̃
a�i�1 , i�3� �see Ref. 16�.

The total expression for the mixed generalized polariza-
tion is finally obtained as the sum of both the bare and renor-
malized contributions

�1,2,3
M = �1,2,3

M,b + �1,2,3
M,r �38�

on the imaginary axis. Now we have to perform an analytic
continuation to the real axis. First we replace the sum over

Matsubara frequencies by an integral over the real axis. Next
we analytically continue Matsubara frequencies to the real
axis in the following order: first i�i− i� f = i�i�− i� f�→�� i0+

followed by i�i�f�→�i�f�� i0+, i�i�f�� →�i�f�� � i0+, and finally

�=�i�−�i=� f�−� f →0 in Eq. �18�. Then the mixed re-
sponse function is expressed directly in terms of the gener-
alized polarizations as

�M��� =
1

�2�i�2�
−�

+�

d��f��� − f�� + ���

�Re��M�� − � f + i0+,� + � + i0+,� − i0+�

− �M�� − � f + i0+,� + � − i0+,� − i0+�

+ �M�� − � f − i0+,� + � + i0+,� − i0+�

− �M�� − � f − i0+,� + � − i0+,� − i0+�

+ �M�� + �i + i0+,� + � + i0+,� − i0+�

− �M�� + �i + i0+,� + � − i0+,� − i0+�

+ �M�� + �i − i0+,� + � + i0+,� − i0+�

− �M�� + �i − i0+,� + � − i0+,� − i0+�� ,

�39�

where f���=1 / �exp���+1�. is the Fermi-Dirac distribution
function. Since the imaginary-axis form of the response is
expressed as a functional of the Green’s functions and self-
energies, one simply replaces the appropriate Matsubara fre-
quency arguments by the real frequencies, according to the
different terms listed above. This is a tedious, but straight-
forward exercise to yield the final formulas, which are too
cumbersome to include here.

For the resonant response function, an analytical continu-
ation onto the real axis is more complicated but the general
approach remains the same and final expression is the
following:

�R�q,�� =
1

�2�i�2�
−�

+�

d��f��� − f�� + ���

�� lim

�→0

��R,I�� − i0+,� − � f − i0+,� + � + i0+,� − � f� + i0+�

− �R,I�� + i0+,� − � f − i0+,� + � + i0+,� − � f� + i0+�

+ �R,I�� + i0+,� − � f − i0+,� + � − i0+,� − � f� + i0+�

− �R,I�� − i0+,� − � f − i0+,� + � − i0+,� − � f� + i0+�

+ �R,I�� − i0+,� + �i� − i0+,� + � + i0+,� + �i + i0+�

− �R,I�� + i0+,� + �i� − i0+,� + � + i0+,� + �i + i0+�

+ �R,I�� + i0+,� + �i� − i0+,� + � − i0+,� + �i + i0+�

− �R,I�� − i0+,� + �i� − i0+,� + � − i0+,� + �i + i0+��
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+ 2 Re��R,II�� − i0+,� + �i + i0+,� + � + i0+,� − � f + i0+�

− �R,II�� − i0+,� + �i + i0+,� + � − i0+,� − � f + i0+�

+ �R,II�� − i0+,� − � f − i0+,� + � + i0+,� + �i − i0+�

− �R,II�� − i0+,� − � f − i0+,� + � − i0+,� + �i − i0+��� . �40�

Now we can specify the different contributions to the reso-
nant response in the different symmetry channels. In the B1g
and B2g channels, the generalized polarizations �R,II contain
only the bare loop contributions �the first diagrams in the last
two lines of Fig. 2�

�B1g,1,2,3,4
R,II = �1,2,3,4

R,b ,

�B2g,1,2,3,4
R,II = �B1g,1,2,3,4

R,II . �41�

On the other hand, the generalized polarization �R,I contains
both the bare and vertically renormalized contributions �the
first two diagrams in the first two lines of Fig. 2� in the B1g
and B2g symmetry channels

�B1g,1,2,3,4
R,I = �1,2,3,4

R,b + �1,2,3,4
R,r ,

�B2g,1,2,3,4
R,I = �B1g,1,2,3,4

R,I . �42�

In the A1g channel, all diagrams in Fig. 2 contribute hence

�A1g,1,2,3,4
R,I = �A1g,1,2,3,4

R,II = 3�1,2,3,4
R,b + �1,2,3,4

R,r + �2,3,4,1
R,r .

�43�

It should be noted that some renormalized terms in Eq. �40�
contain nominal divergences in the limit 
�→0 �connected
with vanishing determinants in Eq. �36� which are found in
the denominators of Eq. �37�� but the contribution of these

terms to the response is actually finite. In the case of the
uniform phase of the Falicov-Kimball model, their contribu-
tions were calculated analytically using l’Hopital’s rule,3 but
in the case of the CDW phase, the expressions are more
cumbersome, so we calculate the limit 
�→0 numerically.

V. NUMERICAL RESULTS

Now that all of the formal developments are complete, we
are ready to discuss the numerical results found by calculat-
ing the total Raman response function for different symmetry
channels and different interaction strengths as functions of T
within the ordered phase. We shall consider two cases: the
case of a weakly scattering metal in the normal state �U
=0.5, Tc=0.0336� and the case of a strongly correlated in-
sulator in the normal state �U=2.5, Tc=0.0724�; both cases
are insulators at zero temperature due to the CDW order. In
previous work,15 we have calculated the temperature evolu-
tion of the single particle DOS in the CDW phase of the
Falicov-Kimball model. Here we present figures of the DOS
for the temperatures that we calculate the Raman response
�all temperatures are below Tc�: T=0.02 for the case of U
=0.5 �Fig. 3� and T=0.06 for the case of U=2.5 �Fig. 4�,
respectively.

One common feature of the CDW-ordered DOS is the
presence of a sharp inverse square-rootlike feature at U /2 for

-3 -2 -1 0 1 2 3

Frequency ω/t
*

0

1

2

3

4

A
(ω

)t
*

U/2
↓↓

−U/2

↓↓

E
/2

−E
/2

A
B
total

FIG. 3. �Color online� Conduction electron DOS at T=0.02 for
U=0.5. The solid black curve is the total DOS while the dashed red
line is for the A sublattice and the dotted-dashed blue line is for the
B sublattice. Note how there is a divergence at the band edge on
each sublattice which develops as T→0 and that the subgap states
disappear as T→0. Finally, we have marked the locations of the
band edge at �U /2 and of the peak of the subgap states at �E /2.

-3 -2 -1 0 1 2 3
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*

0

2

4

6

8

A
(ω

)t
*

A
B
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↓↓

↓↓

U/2−U/2

E/2−E/2
↓↓

FIG. 4. �Color online� Conduction electron DOS at T=0.06 for
U=2.5. The solid black curve is the total DOS while the dashed red
line is for the A sublattice and the dot-dashed blue line is for the B
sublattice. Note how there is a divergence at the band edge on each
sublattice which develops as T→0, and that the subgap states dis-
appear as T→0. Finally, we have marked the locations of the band
edge at �U /2 and of the peak of the subgap states at �E /2. The
DOS has upper and lower Mott shoulders for the strongly correlated
system �indicated by unlabeled arrows�.
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sublattice A and −U /2 for sublattice B, which frame the gap
as T→0. There also are bands of subgap states with a maxi-
mum DOS at �E /2; we have E�0.18 for U=0.5 and E
�1.7 for U=2.5. These subgap states originate from thermal
excitations of the CDW order and they vanish at zero tem-
perature. In addition, for the case of the strongly correlated
insulator U=2.5, one can observe in Fig. 4 additional shoul-
ders at �1.82, which are resulting from the upper and lower
Hubbard bands of the high temperature normal state Mott
insulator. At zero temperature the states below zero energy
are filled and the states above it are empty. At finite tempera-
ture, due to thermal occupation, there are some empty states
below the chemical potential and some occupied ones above.
These thermally activated states give contributions to the op-
tical conductivity and to the nonresonant Raman scattering,
creating different peaks in those functions.15,16 A large main
peak at U corresponds to single-particle transitions from the
lower occupied to the upper empty bands of the CDW, which
are separated by a gap of width U. This peak will become
more enhanced as T→0. Peaks also occur at �U+E� /2,
which correspond to single-particle transitions from the
lower occupied CDW band at −U /2 to the upper empty sub-
gap states at E /2 and from the lower occupied subgap states
at −E /2 to the upper empty CDW band at U /2. In addition,
we see peaks at E corresponding to transitions from the
lower occupied subgap states at −E /2 to the upper empty
subgap states at E /2. The intensity of these peaks will de-
crease as T is lowered since the subgap states will lose spec-
tral weight and eventually vanish. Finally, there is an addi-
tional peak at �U−E� /2, which corresponds to transitions
between the almost fully occupied lower CDW band at −U /2
and the lower subgap states at −E /2 and between the almost
empty upper subgap states at E /2 and the upper CDW band
at U /2. The intensity of this peak will also shrink as T is
lowered. We anticipate all of this structure will also to be
seen in the total electronic Raman scattering, but the details
of the temperature dependence, or of the resonant effects are
difficult to guess without performing the calculations. We do
see, however, that we have a wide number of different “gap
edges” where one would expect large resonant effects. The
largest should occur when the photon energy is equal to U
but we should also see them at �U�E� /2 and E.

Analysis of the expression in Eq. �40� gives that, in addi-
tion to the nonresonant peaks at �=U, �U+E� /2, E, and
�U−E� /2, there can also exist peaks which originate from
two particle transitions, i.e., �= �3E−U� /2, �U+E� /2, E,
U−E, and �U−E� /2, some of which coincide with single
particle transition energies. In addition, there can be strong
resonant enhancement when either �i or � f approach these
energies.

In Fig. 5, we plot the total Raman response at T=0.02 for
the B1g symmetry channel with U=0.5 for different energies
of the incident photons. This case corresponds to a moder-
ately correlated metal in the high-temperature phase with a
CDW gap of size 0.5. The total Raman response function for
the B1g symmetry contains two contributions: the nonreso-
nant contribution �dashed line�, which is the only contribu-
tion at very high photon energies �i→�, and the resonant
contribution, which is also the total �resonant� response for
the B2g symmetry. For small values of �i, we observe only a

continuous enhancement of the spectra until �i is large
enough to create excitations across the smallest subgaps in
the thermally excited DOS. The �i=0.3 and �i=0.346 curves
correspond to the initial transition of the electron from the
lower CDW band to the upper subgap states with a further
transition to the lower subgap states with an energy loss
around ���U−E� /2=0.16 and from the lower subgap
states to the upper CDW band with a further transition to the
upper subgap states with an energy loss around ��E
=0.18 �see panel �a� for details�. In addition, there is a peak
which corresponds to the two particle excitations around �
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FIG. 5. �Color online� Total Raman spectra for B1g symmetry
for different values of the incident photon frequency and for differ-
ent vertical scales in the different panels with T=0.02 for U=0.5.
Colors are used for the different incident frequencies, which can
also be read off by examining the location of the unphysical diver-
gence when �→�i on the hypercubic lattice. The nonresonant re-
sponse �the case of �i=�� is also shown with a dashed line.
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��3E−U� /2=0.02. When the energy of the incident photons
is tuned out resonance with these subgap states �e.g., �i
=0.4�, the intensity of the peaks rapidly decreases until we
approach the next resonance at �i=U, which corresponds to
the initial transitions from the lower to upper CDW bands,
with further transitions to all states below. In this case, we
observe the largest resonant enhancement �see panel �c�� of
more than a factor of 1000. Note that we also have “joint”
resonance effects, as there are multiple peaks resonating with
this incident photon energy, but the resonance rapidly de-
creases and becomes small again once �i reaches about 0.7
�see panel �b��. Increasing the incident photon energy further
leads to a continuous decrease of the resonant response with-
out any significant change in its shape; the high-energy peak
simply moves to the higher frequencies and the response
settles into the nonresonant one. Note that every curve shows
a large peak in the limit where �→�i. This peak is an arti-
fact of the infinite-dimensional limit and the hypercubic lat-
tice, and is not expected to be seen in any real material
system.

Similar behavior is observed for the case of a strongly
correlated insulator �in the normal state� at U=2.5 and T
=0.06 in Fig. 6. The main differences with the previous case
are connected with two points. First, the gap is larger and the
subgap states are wider separated. Hence, the response is
very small in the low-energy part of the spectrum and for
low initial photon frequencies. Second, the single-particle
excitation energies are quite different. For the case of U
=0.5, the energies of the single particle excitations �U
−E� /2=0.16 and E=0.18 are close to each other and the
corresponding peaks of the response functions effectively
merge. Now these peaks at �U−E� /2=0.4 and E=1.7 are
well separated and can be distinguished in the spectrum. In
addition, as was seen for the A1g total Raman response in the
normal state of the Falicov-Kimball model,3 the mixed con-
tribution becomes large and negative for large-enough values
of the transferred frequency � and can completely cancel the
resonant contribution when one is in the Mott insulator
phase.17 Moreover, for some values of � the sum of the
mixed and resonant contributions is negative and the total
Raman response for the A1g symmetry becomes smaller than
the nonresonant one �not shown here�.

Another important feature to examine in the total Raman
response is the resonant profile of the response, which is a
cut through the spectra with a fixed value of the transferred
energy � while varying the incident photon frequency �i. In
Figs. 7 and 8, we plot the total Raman response functions for
A1g symmetry �response is very similar for different symme-
try channels on log scale� at various �fixed� transferred fre-
quencies � as a function of the incident photon frequency
�i.

In the case of U=0.5, for small values of the transferred
frequency �=0.1, we observe a wide peak centered around
�i�0.3, which correspond to the joint resonance when �i
��U+E� /2 is tuned to the single-particle transitions from
the lower CDW band to the upper subgap states and � f =�i
−��E is tuned to transitions between the lower and upper
subgap states. Another sharp peak at �i=0.6 corresponds to
transitions with the scattered frequency � f =U. For larger
values of the transferred frequency �, the resonant profiles

become more complicated and dramatically change as the
transferred frequency is increased. This complicated behav-
ior is caused by the requirement to satisfy the resonance
conditions when the frequencies �i, � f, and �=�i−� f must
be tuned to the available single-particle transitions. Due to
this constraint not all of the main resonances are seen, such
as the one at �i=U. But for the large values of the trans-
ferred frequency ��U, when only transitions between the
lower and upper CDW bands are involved, the shape of the
resonant profiles changes smoothly and slowly.
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FIG. 6. �Color online� Total Raman spectra for B1g symmetry
for different values of the incident photon frequency and for differ-
ent vertical scales in the different panels with T=0.06 for U=2.5.
Colors are used for the different incident frequencies, which can
also be read off by examining the location of the unphysical diver-
gence when �→�i on the hypercubic lattice. The nonresonant re-
sponse �the case of �i=�� is also shown with a dashed line.
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For large values of U=2.5, when the peaks of the single
particle DOS �as well as the energies of the single particle
transitions� are well separated, the resonant profiles display
much more complicated behavior �see Fig. 8, where we show
just one symmetry channel since all channels are very similar
on the log scale�. The overall profiles are significantly en-
hanced when the transferred frequency is larger than about
0.8. The profiles also illustrate peaks which change shape
dramatically as � is changed. Such behavior is similar to
what was seen for the resonant profiles in the normal state.5

VI. CONCLUSIONS

In this work, we have shown how one can solve for the
exact total electronic Raman response of a CDW insulator
that is formed via a nesting instability. Since the DOS recon-
structs significantly below Tc, we also see a significant
change in the Raman response as a function of T. The exact
solution is made possible for the Falicov-Kimball model in
the infinite-dimensional limit, where DMFT is exact. We use
the Falicov-Kimball model because the charge vertex is
known exactly for this model.

Our main results are that there are a large number of
strong resonances associated with all of the different peaks in
the ordered-phase DOS, which has significant subgap states
at low T. The strongest resonance occurs between the states
separated by U corresponding to the T=0 gap. Since most
CDW systems have gaps less than an electron volt, this reso-

nance would not normally be able to be seen with optical
light. If the incident photon frequency is larger than the gap,
we can, nevertheless, see some joint resonances, where lower
energy peaks resonate, similar to what was seen in previous
normal-state calculations. In any case, we feel these results
indicate that there should be very interesting Raman scatter-
ing structures seen in experiment when one examines reso-
nant effects in materials where the ordering yields a diver-
gence in the single-particle DOS at T=0, such as the CDW
case we examined here. Hopefully, these kinds of experi-
ments will be undertaken soon.

More interesting is the case when the incident photon en-
ergy can be on the order of the CDW gap. To do this, we
need to find materials with larger gaps than most currently
known CDW systems. Perhaps these kinds of materials can
be found in the future and the experiments we envision car-
ried out on them as well. In any case, what is clear is that
resonant effects to electronic Raman scattering in ordered
systems can yield a wide range of interesting results, even if
a microscopic description of the physical behavior is chal-
lenging.
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