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degrees of freedom. I. Microcanonical ensemble

Igor P. Omelyan'2%:@ and Andriy Kovalenko'-2:®)

' National Institute for Nanotechnology, 11421 Saskatchewan Drive, Edmonton, Alberta, T6G 2M9, Canada
2Department of Mechanical Engineering, University of Alberta, Edmonton, Alberta, T6G 2GS, Canada
3Institute for Condensed Matter Physics, National Academy of Sciences of Ukraine, 1 Svientsitskii Street,
UA-79011 Lviv, Ukraine

(Received 2 March 2011; accepted 22 August 2011; published online 20 September 2011)

We propose a new approach to eliminate the resonance instabilities inherent in multiple time step
molecular dynamics simulations. The approach is developed within the microcanonical ensemble on
the basis of an energy-constrained technique in the presence of orientational degrees of freedom.
While the single and standard multiscale methods are restricted to small time steps of 5 and 8 fs,
respectively, it is shown in simulations of water that the algorithms we have derived postpone the ap-
pearance of the instabilities to larger steps of about 16 fs. Such steps are close to the upper theoretical
limit of 20 fs peculiar to the microcanonical ensemble and can be used without affecting static and

dynamical properties. © 2011 American Institute of Physics. [doi:10.1063/1.3637035]

. INTRODUCTION

The coexistence of dynamical processes with vastly dif-
ferent time scales is a typical feature of many liquid systems
in physics, chemistry, and biology.'"® The method of molec-
ular dynamics (MD) remains one of the most fruitful ap-
proaches to study various properties in such fluids. However,
the size of the time step in MD simulations is limited to rather
small values to avoid numerical instabilities and achieve the
desired accuracy of the calculations. Obviously, larger steps
are more preferable because they give the possibility to re-
duce computational costs and get access to longer observation
times. This, in turn, enables us to consider more complicated
models of real liquids and reduce the statistical uncertainties
to a minimum.

A variety of multiple time stepping (MTS) techniques
has been devised over the last decades to improve the effi-
ciency of MD simulations. They include the early intuitive
schemes,’ 13 generalized Verlet integrator,14 reversible refer-
ence system propagator algorithm (RESPA),'>"'7 Langevin
dynamics,'®?° normal mode theories,>'>* mollified im-
pulse schemes,!®>-27 canonical Nése-Hoover-like?® and
isokinetic’! thermostats, dynamical multiscale version,32
isokinetic Nése-Hoover chain approach,’®3* as well as the
processed MTS method.*® In these techniques, each compo-
nent of motion is integrated on its own physical time scale.
Such an integration allows a significant speedup of the com-
putations because then the costly long-range interactions can
be sampled less frequently than the cheap strong forces.

It is now well established that the most adequate MTS
integration can be carried out by decomposing the time evo-
lution propagator into analytically solvable parts,'3~17-28-33
Within the microcanonical ensemble, this automatically
provides the fulfilment of such important features of
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Hamiltonian systems as the conservation of volume in phase
space and time reversibility. Another advantage of the decom-
position integrators, such as RESPA,'5"!7 is their explicitness
and simplicity. This is in contrast to the implicit normal mode
schemes?!?? which lead to iterative solutions and, moreover,
require the calculation of cumbersome Hessian matrices. The
same drawback is peculiar to the mollified integrators,'®23-%7
where the Hessians are involved to find averaged positions
for the evaluation of weak interactions in quickly varying
strong force fields. On the other hand, the dynamical multi-
scale version? is appropriate solely for simple models, such
as harmonic oscillators, with a constant ratio of strong to weak
potentials.

In RESPA, nevertheless, the size of the time step is
restricted by resonance phenomena.’**’ This means that a
rapid energy growth occurs when the interval between the
weak-force updates exceeds the half-period related to the
fastest component of motion presented in the system. Within
the Langevin-type algorithms,'3>#27 the resonance instabil-
ities are damped out by adding artificial friction and ran-
dom forces to the equations of motions. But, this implies
departure from the true microcanonical dynamics. In the
canonical ensemble, the multiscale artifacts can be reduced
by attaching extra phase-space variables corresponding to a
thermostat.?®* Alternatively, the non-resonance equations
can be derived in the isokinetic ensemble.?! The instabili-
ties can also be eliminated**** by combining the canonical
Nosé-Hoover method®® with the isokinetic ensemble.' How-
ever, the isokinetic dynamics is fictitious and applicable only
to study thermodynamic and position distribution functions.
This is contrary to the microcanonical MD which can predict
any given properties, including time correlation functions.

Surprisingly, almost all the existing MTS algorithms
were designed to integrate translational motion exclu-
sively. Usually, the molecular orientations are parameter-
ized by Cartesian coordinates of atoms subject to holonomic
constraints. However, this results in complicated iteration

© 2011 American Institute of Physics
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procedures such as Shake*! or Rattle*” to fix the intramolec-
ular atomic distances. The problem of how to solve the equa-
tions of rotational motion in the microcanonical ensemble
has been considered as well, but for single time step (STS)
dynamics.**=>? Only one paper>® dealt, in fact, with the MTS
propagation of orientational degrees of freedom. Using the
rigid-body approximation for hydrogen containing segments
in semiflexible molecules, a superiority of such an approach
over the translational integrators has been demonstrated. The
reason is that within the rotational equations of motion, the
rigid structures of molecular segments are maintained intrinsi-
cally without involving any iterations. Unfortunately, this ap-
proach was limited to a canonical scheme with no emphasis
on overcoming the MTS instabilities. Up to now, there were
no MD algorithms that would enable reduction of these insta-
bilities in the microcanonical ensemble.

In this paper, we propose and test a new MTS approach
to suppress the resonance artifacts in the microcanonical en-
semble. It is based on a novel energy-constrained technique
combined with an extension of the recently introduced phase-
space transforming method for translational motion®>32 to the
case when the orientational degrees of freedom are presented
additionally. The MD simulations of ambient water demon-
strate a clear advantage of the new approach, compared to the
usual microcanonical MTS integrators.

The rest of the paper is organized as follows. The energy-
constrained MTS algorithms are consistently derived in
Sec. II. Their application to MD simulations of water and
comparison with previously known integrators are described
in Sec. III. Concluding remarks are highlighted in Sec. IV.

Il. THEORY
A. Model of fluids and basic equations of motion

Consider a system of N molecules each of which is
composed of M + M’ interacting atoms. In the most gen-
eral case, the first M = Z/f:] M, particles can form K rigid
groups with M; atoms for a givenk = 1,2, ..., K. The other
M’ sites are flexibly connected between themselves and with
the rigid-body atoms. The dynamical state of such a system
in the laboratory frame at time ¢ can be determined by the
position r;,(¢) and velocity v;,(t) = dr;,/dt of site a with
mass m, belonging to molecule i, wherei = 1,2,..., N and
a=1,2,..., M+ M’ Inview of the rigidity, it is convenient
to express the phase coordinates of M atoms in terms of the
translational position Rix(t) = px ™" Y,y MaTia(2), veloc-
ity V;i(t) = dR;;/dt of the center of mass u; = ZaeMk My
of the k-th group, its attitude matrix S;.(¢), and principal
angular velocity £;.(¢) using the relations r;,(#) = Ry (¢)

S?]_((t)‘sak and Via([) = zk(t) + dS /dtaak

The elements of the attitude matrix S;;(¢) represent the
direction cosines between the principal axes of the molec-
ular group and the laboratory frame, while §, is the fixed
position of site a with respect to the kth center of mass in
the body-fixed frame. Note that S;; satisfies the orthonormal-
ity condition SikSﬁ = I, where I denotes the unit matrix and
S; is the result of transposition of S;. This inherently main-
tains the rigid structures of molecular segments because the

J. Chem. Phys. 135, 114110 (2011)

action of S w(t) on §4 does not change the interatomic dis-
tances w1th1n the molecule. The angular velocity is defined as

dSik/dt = W(SZ,-k)S,-k with
0 QL —Qy
wWE)=|-Q 0 Qx (D

Qy —Qx 0

being the skewsymmetric matrix related to the principal com-
ponents (Qy, Qy, Q2z) of vector .
The equations of translational and rotational motion can
be written in the following compact form:
dar

—-=LI0). 2)

Here,

K
Z (Z |: Lk + W(Jk 1Slelk)Slk

d
i=1 \ k=1 3Six

CFa g Ey L
) 0Qix

M+M 9
+ Y [ p + @ R.S)- o ]) 3)

a=M+1 Lig ia

is the Liouville operator of the system, while I' designates
the set of all phase variables which includes K rigid groups
{R,P, S, Q} with Pix = 11, Vi and Qi = S/, J iy being the
translational and angular momenta, respectively, in the labora-
tory frame, as well as M’ individual coordinates and momenta
{r, p}, where p;, = m,Vv;,, belonging to flexibly connected
atoms. Let us introduce the site-site potentials ¢, @k, and ¢
related correspondingly to the interactions between the rigid
groups, between these groups and flexibly connected atoms,
as well as between the latter atoms. Then, the force acting on
the kth rigid group of molecule i due to the atomic interac-
tions with the other groups and all flexibly jointed sites can

be explicitly cast as Fjx = ) s, Fika» where
== 00 el
Jj#i =1 beM;
N M+M
=Y > ¥e(ry) =F®R,S,1), (&)
j=1b=M+1
while the forces exerting on such sites (¢ = M +1,..., M +
M) with respect to all other atoms are
N M+M
==> > #e/(rf) =ti(R.S.1). (5)
j=1 b=M+1
In our notation ¢'(r) = de(r)/dr and £} = (rig — )/}

with rlf’jb = |rjq, — r;p|. Having the atomic forces [Eq. (4)], the
torque acted on the rigid molecular group with respect to its
center of mass can be calculated as

Ei= Y (rig — Ri)xFie = Zp(R, S, 1). (6)

aeMy
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114110-3 MTS MD with orientations. I. Microcanonical ensemble

It is worth pointing out that contrary to the intermolecular
(i # j) interactions ¢y, the potentials ¢, and ¢ consist of the
intramolecular (i = j) parts as well.

In view of the above, the total energy of the system can
be expressed as

E =
—
* T~
l_l
7?‘

X,Y,Z 2
‘Ik O‘sz a:|

V
+Z 2
o

M+M m 1 N K
aV tatia ab
+ 2 322 2 2 walry)
a=M+1 Jj#i k=1 aeM; beM,
N K M+M' M+M'
2.2 2wl Z 2. ).
j=1 k=1 aeM; b=M+1 j 1 a,b=M+1

(N

where the first tree terms relate to the kinetic part 7'(V, 2, v)
and the rest tree ones represent the full potential energy
U(R, S, r). Note that the term with a = b should be ex-
cluded, if j =i in the last sum of Eq. (7), Jy, denotes
the diagonal elements of the time-independent matrix J
= ZueMk Mg [(Bar * 846)1 — 8,416,411 of moments of inertia of
the group along its principal axes, and Q2 , are the com-
ponents (¢ = X, Y, Z) of the principal angular velocity 2,
= J; 'S Qir.

The intermolecular parts (i # j) of the atom-atom poten-
tials ¢y, @, and ¢ can be presented® 3+ as the sum of the
Lennard- Jones de,l (oab/r“’b)'2 (Uab/r“b)ﬁ] and Coulom-

bic q.qp/ 1} j interactions, where ¢, is the charge of site a.
The Lennard-Jones function includes the repulsion and van
der Waals attraction. The intramolecular (i = j) potential for
a given pair ab of atoms can be modelled in ¢, and ¢ by a har-
monic oscillator u;(ri“l." —Ip)?/2 or u9(9i‘§b — 69)?/2, where [
or 6 are the equilibrium values of the bond length ri“ib or va-
lence bend angle 6¢°. In addition, the torsional interactions
u,(1 4 cos(nw — y))/2 can also be included. They describe
the periodic variation of energy due to bond rotations, where
the low-order Fourier series in the dihedral angle @ are em-
ployed with y being the phase shift of the n-fold term. The
parameters €45, Oup, U1.0.15 Lo, B0, and y can readily be found in
the literature for each concrete molecular model of a fluid. For
instance, in the case of water, the most popular among them
are the rigid TIP3P/4P (Ref. 55) and SPC/E (Ref. 56) mod-
els, as well as their flexible TIP3P (Refs. 26 and 57) and SPC
(Ref. 58) counterparts. For more complex molecules, (e.g.,
proteins and DNA), semiflexible models can be utilized. The
corresponding parameters are available in AMBER (Ref. 59)
and other force fields packages, such as oPLS,? CHARMM,®!
and GROMOS.®> Note also that in a particular case when
K =0and M’ = M, we reproduce a fully flexible model of
fluids, while at K # 0 and M’ = 0 we come to a mixture with
K species each consisting of M rigid bodies.

If an initial configuration I'(0) is specified, the unique
solution to the equations of motion [Eq. (2)] can be formally
written as I'(t) = e*'T'(0). However, the evolution operator

Lt cannot be evaluated exactly for any time ¢, and the only
way is to approximate it using numerical methods.

J. Chem. Phys. 135, 114110 (2011)

B. Standard MTS splitting technique

In the splitting approach, the Liouville operator
L = A + B is decomposed into the kinetic A and potential
B parts. In view of Eq. (3), the explicit expressions for them
in our case are A = p-3/9r +P-3/9R + W(J~'SQ)S9/3S
and B=f-9/0p+F.0/0P+ E-9/0Q. Here, all the in-
dices have been omitted to simplify notation. For the same
reason, the first terms in A and B can be omitted as well since
they are quite similar to the second terms (with formal re-
placements of capital and small letters). Moreover, we will
assume that there are only two scales of time (the extension
to an arbitrary number of time scales is trivial).

Proceeding now in the spirit of the standard MTS
schemes,!> 10 the total force F=F,+F, and torque
E = E + E,, are split up into the strong F and E as well as
the weak Fy, and E,, components related to the short-ranged
¢s and long-ranged ¢y, interactions, respectively, with ¢ = ¢
+ ¢yw. This will result in further decomposition of the
potential part as B = By+ B,, with B, =Fy -9/0P
+ Esw-0/0Q, where By and B,, are responsible corre-
spondingly for the fast and slow processes in the system.
Then, generalizing the Trotter formula,®® the time evolu-
tion propagator el can be factorized as el(A+B+Bo+ENNIh
— B [eBoa oAt B3 |1eB | where h is the size of the outer
time step, n is the number of inner loops, and £ (h?) is the lo-
cal second-order error function. For any time ¢, the solution
can be presented in the form

T = [eB“’% [eBS 5 oA B ]'1eBW%]lF(0) +O0Mm*,  ©®

where O(h?) ~ IE(h*)h is the global error and [ =1t/h is
the total number of steps. In the absence of orientational de-
grees of freedom, one reproduces from Eq. (8) at n = 1 the
well-known Verlet integrator,®*% while for n > 1 we come
to the second-order RESPA scheme.!®1 In the latter case, the
strong-force component is integrated with a smaller time step
of h/n than that of & related to the weak-interaction contribu-
tion. This speeds up the calculations because then the expen-
sive long-ranged forces will not be recalculated so frequently.
The main advantage of the splitting approach [Eq. (8)] is
that the action of the exponentials eA"/" ¢B4/2m and ¢Bvh/?
on a phase space point I' can be given analytically. Indeed>>

(R, P,S, Q) = [R+ n'PL P W(Q, 1S, Q).

SERPS.Q) = [RPIRLSQ+EL]L O

3 R,P,S, Q) = [RP+F,L S Q+ &L,

where the displacement of R corresponds to free translational
motion (i.e., P is constant), while the shifts in P and Q re-
late to uniformly accelerated motion in instantaneous force-
torque fields at given R and S. The matrix ¥(Q, %) exactly®®
propagates S over time i/n according to the free rotational
dynamics (Q remains constant). Alternatively,”” W(Q, At)
can be replaced by its decomposition counterpart W,(At)
= O(Qx. 3)0(Qy. 5)0(Q2z, ANO(Qy. 8)0(2y. &) of
the second-order at Ar = h/n, where ©O(2,, At) = exp
[W(2,)At] is the matrix of rotation on angle €, At around
axis a at constant component 2, of = J~'SQ.
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114110-4 I. P. Omelyan and A. Kovalenko

As pointed out in the Introduction, the RESPA integration
exhibits the resonance instability already at relatively small
values of &, even through n > 1. We will now consider the
question of how to suppress such instabilities in the micro-
canonical ensemble.

C. Advanced energy-targeted approach

The main idea to efficiently reduce the MTS instabilities
within the microcanonical (NV E) ensemble lies in the fol-
lowing. It is well known that the total energy of an isolated
system remains constant, i.e., E(t) = Ey = const., provided
the equations of motion are solved exactly. In practice, how-
ever, we deal with an approximate integration, so that the to-
tal energy will not be conserved precisely. For this reason, it
is quite natural to treat the desired equality E(¢) = E,, where
Ey = E(0), as a constraint imposed on the equations of mo-
tion in the NV E ensemble. The fact that the coordinates and
velocities are connected by this constraint leads, in general, to
the necessity of the introduction of constraint forces F, and
torques Z ;. Because the energy constraint is non-holonomic,
they can be written®” in the form F; = —A0E/9V = —AuV
and E, = —AJE /0 = —)AJR. Note that the Lagrange mul-
tiplier A is equal to zero in the hypothetical case of exactly
produced phase trajectories (then the energy constraint will
be satisfied automatically). In view of this, the above con-
straint forces and torques are virtual. They are aimed only at
the compensation of uncertainties caused by the approximate
character of the numerical integration.

In the presence of the energy constraint, the time propa-
gation [Eq. (8)] modifies to

T(1) = [eBiePi[ePaetiePa] P ieB2]T0),  (10)

where B; = 'FA 8/8V+J_ ,-0/0R. The action of
the exponentlal eB: on V and SZ results in eBM{V @}
= exp(—Ah/2){V, R} or in the momentum representation

P HP.Q) = exp(-a/P.Q). (1)

After each [ =1,2,...,¢t/h, the current value of the La-
grange multiplier A could be found by satisfying exactly
the constraint E; = Ey, where E; = E(lh) is the total en-
ergy of the system at time [h. Then, one obtains Ah/2
= —1In(1 +8E/2), where 8E =[1 — (E; — Eo)/T;]'* — 1
at T; = T(lh) is the instantaneous kinetic energy of the sys-
tem. A much more gentle way is to restore only a small
fraction £ <« 1 of the energy deviation E; — E; when con-
structing the virtual viscosity A. This yields Ah/2 = —In(1
+ 8E:/2), where §Ez = [1 — §(E; — Eo)/T)]"/* — 1. Tak-
ing into account that (E; — Ey)/T; ~ O(h?), one finds Ah
= E(E; — Eo)/ T, + O(h*).

The parameter £ < 1 determines the strength of cou-
pling of the system with an energetic bath. It can be de-
fined as the ratio £ = h/t < 1, where 1 is the relaxation
time characterizing the bath. At T — oo, we come to usual
(unconstrained) microcanonical simulations. Note that for-
mally putting T = h leads to the standard velocity rescaling
scheme. Such a scheme must not be used because of possi-
ble numerical artifacts, such as violation of the equipartition

J. Chem. Phys. 135, 114110 (2011)

theorem.%®% In order to avoid any side effects, the quantity
T should be large enough with respect to a characteristic time
interval related to the correlation functions under investiga-
tion. On the other hand, it should be finite in order to properly
provide the conservation of the total energy. It is interesting
to remark that the proposed energy-targeted approach looks
somewhat similar to the Berendsen thermostat.”>”! However,
a crucial difference is that now our aim is to conserve the to-
tal energy instead of temperature. The latter together with the
potential energy fluctuates according to the true microcanoni-
cal distribution, because the unphysical energy deviations are
reduced to a minimum. This is contrary to the Berendsen ther-
mostat, where the velocity distribution does not necessarily
satisfy the properties of the canonical ensemble.>’!-7?

The precision of the energy-targeted scheme can be im-
proved further by using a so-called processed technique.?>>
It is based on canonical-like transformations of phase space
for reducing the energy fluctuations in the microcanonical en-
semble. For the case of the MTS integration with orientational
degrees of freedom, such transformations of the real phase
space I' = {R, P, S, Q} will read

fr=r={R,P,S, Q}. (12)
Taking into account the structure of the second-order error

function £(h?) in Eq. (8), one obtains

R = R - 1’ '[alF(R, S)/n* + o Fy(R, S)],

P =P+ 12[BF(D)/n* + B, Fw<f>], (13)
S=0(-J'S[ER, S)/n + ol Ew(R, S)1, h?)S,
Q= Q+[BE(D)/n* + B EL(D],

where o, and B}, are the parameters which will be defined

later.
In view of Egs. (10) and (12), the solution to the equa-
tions of motion can be cast in the form

e = [‘I_l B“eB“Z[eBSZ/;xeAf:eBSZ/:x] eBW%eB‘%‘I]I
x T(0) + Oh?), (14)

where the single exponentials act now in_the transformed
phase space on R and P as well as S and Q using the same
rules as for R, P, S, and Q [see Egs. (9) and (11)]. There-
fore, during the processed propagation [Eq. (14)], the op-
erator ‘T first transforms the original phase point T to the
time-step dependent pseudo-dynamical variables T [see Eq.
(12)] according to Eq. (13). Further, the new variables are up-
dated using Eqgs. (9) and (11). The solution in the real phase
space T is then decoded from I applying the inverse trans-
formation T~'T". Finally, the current total energy E; is eval-
uated in the original space (R, P, S, Q) to calculate the new
value A = (1/27)(E; — E)/K; of the virtual friction coeffi-
cient. The procedure is repeated / = ¢/ h times to obtain the
phase point I'(¢) at any ¢. Note that in order to reduce the
computational overhead on the calculation of E;, the friction
coefficient can be updated not so frequently but after a few
(x ~ 5) outer time steps.

It can be shown after cuambersome algebra using an er-
ror function analysis that the processed algorithm [Eq. (14)],
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114110-5 MTS MD with orientations. I. Microcanonical ensemble

even at the absence of virtual forces (A = 0), exactly con-
serves the energy corresponding to a nearby Hamiltonian
E + AE + O(h*), where the deviation from E [Eq. (7)] is
AE = AE,+ AE,. For instance, the translational motion
contribution has the form??

[ (ol —1/24
AE, = _[<% F,-F, + (o), — 1/24) FW-FW>
w n

Olt
+<—§ +al — 1/12) F,-F,
n

(’3t nl/le + (B, — 1/12)F )P}. (15)

The expression for the rotational part AE; is similar to
Eq. (15) with formal replacements of F by E and P by Q.

Thus, the parameters o't and ALY should be chosen in
such a way as to provide a mlmmum for the norm |AE]|
of AE. The obvious choice for S-parameters is Bi" = BLF
= 1/12; since then, the terms with the time derivatives are
canceled out completely. The «-parameters should minimize
the remaining terms of the norm |AE|. The latter depends
on the ratios y; = |F|/|Fy| and ¥, = |E|/|E | of the norms
|Fs| and |Fy,| or |Eg| and |E|. These norms represent in
fact the root-mean-square values of the short- and long-
ranged forces or torques acting on the molecules, i.e., |F;|
= (F 'Fs>1/2 and |Fy| = (Fy, 'Fw)1/2 or |Eg| = (Es- Es)l/z
and |Ey| = (Ew- Ew)!/?, where (...) denotes statistical
averaging. The parameters oy’ are then found from the
extremum conditions 9|AE|/das = 0 and 0|AE|/day = 0.
This yields

1+y2+y*Q2—1/n%
241+ y2+y%

w_ Lryitvitn? tr
OlS 2 4 aw
24 1+y*+y

(16)
where y = y, or ¥;. The best choice for the MTS number # is
to provide the integration of each component of motion on its
own time scale with nearly the same (second-order) accuracy,
so that n ~ y!/2. The additional minimization of |AE;| (and
thus |A E|) can be achieved by adding extra (SQ-like) terms
to the last line of Eq. (13) when transforming (by T~'T') the
angular momenta, namely,

Q=Q- (I+ S IWJ~'SQ)I~' - W(J—IS@
— WESQJI'S)[BLE(D)/n* + B E (D) ]2
(17)

The RESPA appears to be a particular case of Eq. (14),
when o5y = Bs,w = A = 0 and the orientational degrees of
freedom are absent. For o5 = Bs.w = 0 and A # 0, we come
to Eq. (10) which will be referred to as the energy-targeted
rotational-motion RESPA (ERESPA) scheme. At A = 0 with
Bsw = 1/12 and o  # 0 [Eq. (16)], the integration given by
Eq. (14) will be named by the processed (optimized) MTS
(OMTS) algorithm. Its energy-constrained (A # 0) counter-
part will be abbreviated by EOMTS.

Because of 1% =1, the real variables T are not in-
volved into the EOMTS integration and are reproduced by
I' = T'T whenever measurement is necessary. Then, the
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time derivatives F S, W(I‘) and =g W(I‘) in ! can be evalu-
ated at 7 using the interpolation with Ay = h/n and hy = h,
where G = F or . For G(I'), this interpolation implies that
Gs(t +gh/n) = Gs(ﬁq, Sq), where flq and Sq are the con-
secutive (¢ = —1, 0, 1) values of R and S obtained by the in-
ner loop displacements within the two (F) neighboring outer
steps with Ry = R(7) and Sy = S(r) (n > 2). For G(I'), the
interpolation is possible since I' is propagated independently
of I'. Thus, I'(#) can be reproduced from the set @+ qh)
with the one-step retardation, when the pseudo-phase vari-
ables were already propagated to I'(f + /) and the values
Gy(t +qh) = G.(R(t + qh)) are known from the integra-
tion. Such a postprocessing avoids calculation of any addi-
tional forces and torques.

lll. MD SIMULATIONS

The algorithms derived in Sec. II will now be examined in
actual MD simulations. The system considered was the TIP4P
model of water’® with one (K = 1) rigid group containing
M = 4 interaction sites per molecule and no (M’ = 0) flexi-
bly jointed atoms. We placed N = 512 molecules in a cubic
box of volume V = L3 to which the periodic boundary condi-
tions are applied. The simulations were carried out at ambient
density N/V =1 g/cm® and temperature 7 = 293 K. The
Coulombic interactions were handled using the Ewald sum-
mation technique”® at R, = L/2 = 12.417 A with kpay = 8
and ¢L = 7.251. Here, R, and ky,,x are the cutoff radii in the
real and reciprocal space, respectively, while ¢ denotes the
screening parameter. In such a way, the total intermolecular
forces F were found.

The strong (s) component F of F has been determined
in the spirit of the near/far distance based approach'®-74+7
with the help of Eq. (4) by replacing ¢’(r) with w(r)e’(r).
The switching function was chosen in the form of the cu-
bic spline”” w(r) = 1 — (10 — 157 + 6n*)n* withn = 1 + (r
—r.)/(ro — rc) to smoothly change its value from 1 to O when
increasing the interatomic distance r from ry to r. < L/2.
The weak (w) component Fy, of the intermolecular forces
F = F, + F,, was then found by extracting F; from F, i.e.,
F,, = F — F;. Such an approach appears to be more efficient
than the straightforward real/reciprocal splitting of Coulom-
bic interactions.”>”” Having Fy and F,,, the intermolecular
torques E = E + Ey, were decomposed into the strong E
and weak E, components exploiting Eq. (6) with formal re-
placement of F by F or Fy,. Note that w(r) =1 for r < ry
and w(r) = 0, if r > r.. The cutoff radius of the short-ranged
interaction was re = 9 A < R. = L/2 at the switching-on pa-
rameter ro = 3 A. For this choice, the ratios 1 = |Fs|/|Fwl
and y; = |E5|/|Ew| = |Gs|/|Gw] of the strong to weak inter-
actions were equal to y; & 30 and y; =& 16, respectively.

The equations of motion were solved using the processed
algorithm OMTS, its energy-targeted extension EOMTS, the
energy-constrained version ERESPA, the single time step
Verlet-like integrator, and the original RESPA scheme. All
these algorithms are comprehensively described in Sec. II C
[see Egs. (10)—(17)]. Note that the first three of them are new.
A lot of stepsizes & lying in the interval 4 € [0.1, 20] fs were
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FIG. 1. The averaged relative total energy fluctuations Y in the microcanon-
ical MD simulations of ambient TIP4P water corresponding to different al-
gorithms with various time steps /.

employed for each integrator. For the constrained schemes
EOMTS and ERESPA, the relaxation time of the virtual en-
ergetic bath was taken to be v = 200 fs. The MTS parame-
ter was equal to n = 5 ~ max(y;, y;)/>. All MD runs were
started from an identical well equilibrated initial configura-
tion p(0). Extremely long duration simulations with the to-
tal number [ = ¢/h = 10° of steps have been performed to
analyze numerical stability of the time propagation. The ac-
curacy of the integration was measured in terms of the ratio
Y =[((E*)/{E)* — 1)/((U?)/{U)* — 1)]'/? of the total en-
ergy fluctuations to the fluctuations of the potential energy U'.
We mention that in the microcanonical ensemble, the full en-
ergy is a constant of motion, £ = const., leading to T = 0. In
approximate MD simulations, however, the total energy is not

J. Chem. Phys. 135, 114110 (2011)

conserved exactly, so that smaller values of Y # 0 indicate a
better precision of the integration.

The dependency of the averaged relative total energy
fluctuations Y on the size of the outer time step &, ob-
tained in the MD simulations of the TIP4P model of water
at the fixed length t/h = 10 with the help of the EOMTS
algorithm, is shown in Fig. 1. For comparison, the cor-
responding functions Y(h) related to the Verlet, RESPA,
ERESPA, and OMTS integrators are also included. As can
be seen, the STS Verlet scheme becomes unstable already at
h > hgts =~ 5 fs, where it is inapplicable because of too large
energy fluctuations (Y 2 10%). More efficient simulations
are observed within the RESPA and OMTS integrators, where
the maximum allowable size of the outer step increases to
h ~ 8 fs. At the same time, in the usual region & <5 fs,
the OMTS scheme provides much more precise integration
than RESPA. However, the best result is achieved within the
energy-targeted ERESPA and EOMTS algorithms. They al-
low us to use considerably larger outer time steps up to val-
ues of & ~ 15 fs. Such values are close to the upper the-
oretical limit Apps = min(y;, y;)/?hsts & 20 fs inherent in
the microcanonical MD simulations. Moreover, at moderate
and small time steps of 2 < 10 fs, the EOMTS algorithm is
able to significantly decrease the unphysical energy fluctua-
tions, compared to the ERESPA scheme. For h < 5 fs, the
processed algorithm OMTS and its energy-targeted version
EOMTS lead practically to the same energy conservation.

Samples of the normalized deviations SE(t) = (E(¢)
— Ey)/Ey of the total energy E, obtained at the most char-
acteristic time steps within the standard RESPA and pro-
cessed OMTS algorithms as well as within their energy-
targeted counterparts ERESPA and EOMTS, are plotted in
Fig. 2 versus the length 7/ h of the simulations. We see that the

0.0004 0.0004
, (a) (b)
0.0002 ERESPA 0.0002
EOMTS
—, 0.0000 0.0000
X,
& 0-0002 ¢ —0.0002
“«©
—0.0004 | —0.0004
285, OMTS
—0.0006 4 —0.0006
h=8fs h=8fs
—0.0008 —0.0008
0 500000 1000000 0 500000 1000000
0.004 0.0015
0.002 | (C) (d)
0.000 EOMTS 0.0005 EOMTS
g —0.002}
& —0.004F —0.0005
“© _0.0086
—0.008 —-0.0015
—0.010 h=151fs
-0.012 —0.0025
0 500000 1000000 0 500000 1000000
t/h t/h

FIG. 2. The relative instantaneous values § E of the total energy E versus the length ¢ of the microcanonical MD simulations carried out for the TIP4P water

with different algorithms at a few characteristic time steps /.
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ERESPA and EOMTS integrators demonstrate excellent sta-
bility properties. For instance, the EOMTS instantaneous en-
ergy E(t) stays near its initial level Ey, even after t/h = 10°
steps with large sizes of & = 15 fs. This is contrary to the
non-constrained RESPA and OMTS schemes which begin-
ning from relatively small values 2 = 8 fs clearly exhibit the
instability due to the MTS resonance. The influence of this
resonance on the RESPA and OMTS results increases rapidly
with increasing & so that already at 4 > 8 fs, such schemes
cannot be used. On the other hand, the resonance instability is
efficiently eliminated by the proposed ERESPA and EOMTS
algorithms up to time steps of order & ~ 15 fs.

It is worth emphasizing that as in the non-constrained in-
tegrators, the full energy E within the ERESPA and EOMTS
algorithms is not conserved exactly. Instead, it fluctuates
around the initial value Ej almost with the same local magni-
tude as in the RESPA and OMTS integrators (see Fig. 2). This
is because a very small portion (1/2)h/t < 1 of the deviation
(E(t) — Eo)/ T was used to build the constrained forces and
torques. Since the relaxation time of the energetic bath was
chosen to be © = 200 fs, the fraction (1/2)h/t does not ex-
ceed a value of 3.75%, even at h ~ 15fs. At such a choice of
7, the virtual forces F, and torques E, appear to be negligi-
bly small not only with respect to the original strong (short-
ranged) interactions, but also with respect to the weak (long-
ranged) forces and torques as well. In particular, the ratios
of strengths |F,|/|Fy| and |Z,|/|E| were 1% at h = 15fs
or less for smaller time steps. Thus, Eq. (11) corresponds
to a very mild rescaling of translational and angular veloci-
ties [which is applied in Eq. (10) after each outer time step].
Despite the smallness of the virtual interactions, they have
allowed us to achieve an amazing stabilizing effect on the
conservation of the total energy during the long-term micro-
canonical MTS simulations.

In order to ensure that the new algorithms indeed post-
pone the appearance of the MTS resonances to larger time
steps without any masking effects, we have performed ad-
ditional measurements concerning some other characteristic
observable quantities. They include the oxygen-oxygen (00),
hydrogen-hydrogen (HH), and oxygen-hydrogen (OH) radial
distributions goo(r), guu(r), and gou(r), as well as the ve-
locity time autocorrelation function ®(¢) = (V(0) - V(¢)). The
calculation of such quantities at various time steps is also im-
portant for testing in our case, since it enables us to quantify
sampling and dynamical accuracy. Note that the energy con-
servation is built in, to some extent, within the proposed ap-
proach. Hence, despite the fact that the total energy is not re-
quired to be conserved exactly (see the preceding paragraph),
just the stability of its fluctuations might not guarantee a high
accuracy overall.

The precision of the calculation of goo(r), guu(r), and
gou(r) was estimated using the normalized sum X = (xo0
~+ xuu + xon)/3 of the three relative root-mean-square devi-

. T Ln B 2 L2 2 12
ations x = ([ "[g(r) — go(dr/ [y g5(r)dr)'/ of g(r)
from the “exact” counterparts go(r) corresponding to the
OO0, HH, and OH distribution functions. The “exact” values
go(r) were precalculated employing the Verlet integrator (i.e.,
RESPA atn = 1) with a small time step of # = 1 fs and a long
simulation length of /h = 10° to minimize any possible nu-
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FIG. 3. Normalized deviations X of the radial distribution functions from
their “exact” counterparts in the microcanonical MD simulations of the
TIP4P water. The dependencies of X on the time step & (at fixed £/ h = 10%)
are plotted in (a) for the cases of the Verlet, RESPA, and EOMTS algorithms.
The change in ¥ with increasing the length ¢/ & of the simulations is shown
in (b) for the EOMTS integrator at a few fixed time steps 7 = 8, 12, 16, 18,
and 19 fs. The short- and long-dashed curves in (b) correspond to the Verlet
scheme at 4 = 6 fs and the RESPA algorithm at 4 = 10 fs.

merical uncertainties. The quantity ¥ as a function of 7 and
t is presented correspondingly in Figs. 3(a) and 3(b) for the
Verlet, RESPA, and EOMTS algorithms. As can be seen, the
EOMTS curves remain stable up to 2 ~ 16 fs. Moreover, here
no resonance appears at any intermediate values & < 16 fs.
Some decrease of ¥ with increasing /4 in the range & € [0, 16]
fs can be explained by lowering of statistical noise (because at
fixed ¢/ h, the observation time ¢ increases with rising /). For
the same reason, in the stability region the EOMTS values
of ¥ decrease with increasing ¢ at fixed &. However, begin-
ning from i 2> 17 fs, the function X (k) grows rapidly when h
increases due to the MTS resonance. A similar behavior can
be observed in the case of the RESPA and Verlet integrators,
but at considerably smaller values of the time step, namely, at
h Z 8fsand h 2 5 fs, respectively. This confirms the conclu-
sions made above when discussing the results of Figs. 1 and
2 on the energy conservation.

The first coordination numbers { [ 4wr?g(r)dr corre-
sponding to the distribution functions goo(r), guu(r), and
gou(r) of the TIPAP water, obtained in the MD simulations
by using the EOMTS algorithm, are shown in Fig. 4(a) with
circles for many stepsizes from 2 =1 fs to h =20 fs in 1
fs interval. Here, r; denotes the rightmost position starting
from r = 0 whereon g(r) is approximately zero, while r, re-
lates to the first minimum, i.e., [y, 2] is the region around
the first peak of g(r). We see that the coordination numbers
are nearly independent of / in a wide range of values up to an
order of & ~ 17 fs. Slight deviations from the dashed horizon-
tal lines (“‘exact results”) are caused by the statistical noise,
which is non-zero because of the finiteness of the observation
time ¢. Only at longer stepsizes of h 2 17 fs, the deviations
become too large due to the MTS instability, which is consis-
tent with the results of Fig. 3. The example of the radial dis-
tribution functions goo(r), guu(r), and gou(r) calculated in
the EOMTS MD simulations with 4 = 16 fs is presented with
circles in Fig. 4(b), together with their “exact” counterparts
(solid curves). The data related to the RESPA integrator with
h = 10 fs are shown as well, in order to demonstrate its clear
inferiority with respect to the EOMTS integrator. It is read-
ily seen that the deviations between the “exact” and RESPA
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FIG. 4. The OO, HH, and OH coordination numbers obtained in the mi-
crocanonical MD simulations of the TIPAP water using the EOMTS method
at various time steps 4 [circles in (a)], and the EOMTS radial distribution
functions goo(r), guu(r), and gon(r) calculated at & = 16 fs [circles in (b)].
The “exact” results generated by the Verlet integrator with 4 = 1 fs are plot-
ted in (a) and (b) by the dashed horizontal lines and the solid curve, re-
spectively. The dashed curve in (b) corresponds to the RESPA scheme at
h =10 fs.

curves are big enough already at 7 = 10 fs. At the same time,
the EOMTS algorithm still continues to produce the radial
functions with a high precision, even at a considerably larger
step of h = 16 fs.

The accuracy of the evaluation of the velocity time
autocorrelation function &(fr) was measured in terms
of the dimensionless root-mean-square deviations Xy
= m(fom[(b(t) — Oo(H)]Pd)/? of d(r) from the “exact”
counterpart ®,(¢). Note that ®y(r) ~ 0 at ¢t > 9, where 1y
= 1ps, while ®,(0) = 3kg7 /mu,o with kg and my,0 = mo
+ 2my being correspondingly the Boltzmann constant and
the mass of the water molecule. The function ®((z), like
go(r), was precisely precalculated using the Verlet integrator
at h = 1 fs. The dependency of Xy on A (at fixed £/ h = 10°)
is plotted in Fig. 5(a) for the cases of the Verlet, RESPA,
and EOMTS integrators. Such a dependency is very similar to
that concerning the radial distribution functions [see X (/) in
Fig. 3(a)]. Indeed, the Verlet and RESPA algorithms again ex-
hibit the instabilities already at relatively small steps of order
h 2 5 and 8 fs, respectively. At the same time, the EOMTS
approach does not lose its precision up to & ~ 16 fs. We see,

10 — (a) —1(P)

o 0.9
2 &
o 0.7
=

X i <05

S Z

2 0.3

. 0.1
0.1 ereias,
0 5 15 20 0.0 0.1 0.2 0.3 04 05

10

h(ts] t[ps]

FIG. 5. The dimensionless deviations Xy of the velocity time autocorrela-
tion function from its “exact” counterpart as depending on the size of the time
step A, obtained in the microcanonical MD simulations of the TIP4P water
employing the Verlet, RESPA, and EOMTS algorithms [see the correspond-
ing symbols connected by the dashed or solid curves in (a)]. The normalized
velocity time autocorrelation function related to the EOMTS integrator at
h = 16 fs is shown by circles in (b). The solid and dashed curves in (b) cor-
respond to the “exact” result (Verlet with 7 = 1 fs) and RESPA scheme (at
h = 10 fs), respectively.
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therefore, that the estimations made on the basis of the rela-
tive total energy fluctuations Y [see Fig. 1] for the maximum
allowable steps of the algorithms considered are in excellent
accord with those followed from the real accuracies ¥ and
3y of the observable quantities g(r) and ®(¢).

Finally, the normalized translational velocity time au-
tocorrelation function A(z) = ®(z)/ P(0) of the TIP4P wa-
ter, calculated in the EOMTS MD simulations at &7 = 16 fs,
is presented in Fig. 5(b) by circles in comparison with the
“exact” data (solid curve) and the RESPA result at 7 = 10
fs (dashed curve). As in the case of the radial functions
[Fig. 4(b)], the deviations between the RESPA and “exact”
curves are large enough already at 7 = 10 fs. On the other
hand, the EOMTS and “exact” results are practically indistin-
guishable, even at & = 16 fs. We have also verified the ful-
fillment of the equipartition theorem by measuring the partial
temperatures corresponding to translational and rotational de-
grees of freedom. Such temperatures were very close to the
desired value 7 = 293 K and the difference between them did
not exceed 1% when h < 16 fs. The absence of any artifacts
within the stability region in the EOMTS quantities investi-
gated above is due to the smallness of the virtual interactions
used in the energy-targeted approach.

It is interesting to remark that the results obtained by
the ERESPA and EOMTS algorithms appear to be almost
independent, in the wide range 1 <« < 10 on the num-
ber x of outer time steps after which the virtual viscosity
A= %(E — Ey)/K is updated. Thus, the total computational
costs can be made nearly the same as in the case of the RESPA
scheme. For instance, the overhead on the calculation of the
full energy E decreases from 25% to 5% when « increases
from 1 to 5. In addition, it has been realized that all the cal-
culated quantities presented in Figs. 1-5 for « = 1 are not af-
fected by such an increase. As an example, the function Y (k)
corresponding to the EOMTS algorithm with ¥ = 5 is shown
in Fig. 1 by the long dashed thin curve. It lies very close to
the solid curve related to the case k = 1.

Note also that the barrier 7 ~ 16 fs can be shifted to
larger values using more aggressive rescaling of translational
and angular momenta. This can be done by decreasing the vir-
tual relaxation time down to T = k. However, in such a case,
despite the achieved stability in the conservation of the total
energy, the observable quantities will significantly differ from
their “exact” values. Moreover, the equipartition theorem will
then be violated, leading to too large deviations between the
partial temperatures. On the other hand, the maximal allow-
able steps can be enlarged by increasing the cutoff radius r,
(then y increases as well). But, this inflates the calculation
cost of the short-ranged interactions, reducing the efficiency
of the MTS integration.

IV. CONCLUSION

In summary, we have developed a novel multiple time
step approach to avoid the resonance instabilities in mi-
crocanonical MD simulations. It combines a new energy-
constrained technique with a generalization of the phase-
transforming scheme to the case when not only translational
but also rotational degrees of freedom are presented in the
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system. As demonstrated for water, the proposed approach al-
lows one to considerably increase the size of the MD time
step in comparison with the standard microcanonical MTS
schemes. Such an increase gives the possibility to reduce the
number of expensive long-ranged force and torque recalcu-
lations when integrating the equations of motion, leading to
a speedup of the MD simulations. Moreover, the new algo-
rithms derived are explicit and able to exactly reproduce the
structures of rigid molecular segments without involving any
iteration procedures, thus further improving the efficiency of
the MD computations.
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